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Abstract 

 

 

One of the core human abilities is that of interpreting symbols. Prompted with a perceptual 

stimulus devoid of any intrinsic meaning, such as a written word, our brain can access a complex 

multidimensional representation, called semantic representation, which corresponds to its meaning. 

Notwithstanding decades of neuropsychological and neuroimaging work on the cognitive and neural 

substrate of semantic representations, many questions are left unanswered. The research in this 

dissertation attempts to unravel one of them: are the neural substrates of different components of 

concrete word meaning dissociated? 

In the first part, I review the different theoretical positions and empirical findings on the 

cognitive and neural correlates of semantic representations. I highlight how recent methodological 

advances, namely the introduction of multivariate methods for the analysis of distributed patterns of 

brain activity, broaden the set of hypotheses that can be empirically tested. In particular, they allow the 

exploration of the representational geometries of different brain areas, which is instrumental to the 

understanding of where and when the various dimensions of the semantic space are activated in the 

brain. Crucially, I propose an operational distinction between motor-perceptual dimensions (i.e., those 

attributes of the objects referred to by the words that are perceived through the senses) and conceptual 

ones (i.e., the information that is built via a complex integration of multiple perceptual features). 

In the second part, I present the results of the studies I conducted in order to investigate the 

automaticity of retrieval, topographical organization, and temporal dynamics of motor-perceptual and 

conceptual dimensions of word meaning. First, I show how the representational spaces retrieved with 

different behavioral and corpora-based methods (i.e., Semantic Distance Judgment, Semantic Feature 

Listing, WordNet) appear to be highly correlated and overall consistent within and across subjects. 

Second, I present the results of four priming experiments suggesting that perceptual dimensions of 

word meaning (such as implied real world size and sound) are recovered in an automatic but task-

dependent way during reading. Third, thanks to a functional magnetic resonance imaging experiment, 

I show a representational shift along the ventral visual path: from perceptual features, preferentially 

encoded in primary visual areas, to conceptual ones, preferentially encoded in mid and anterior 

temporal areas. This result indicates that complementary dimensions of the semantic space are 

encoded in a distributed yet partially dissociated way across the cortex. Fourth, by means of a study 

conducted with magnetoencephalography, I present evidence of an early (around 200 ms after stimulus 

onset) simultaneous access to both motor-perceptual and conceptual dimensions of the semantic space 

thanks to different aspects of the signal: inter-trial phase coherence appears to be key for the encoding 

of perceptual while spectral power changes appear to support encoding of conceptual dimensions.  

These observations suggest that the neural substrates of different components of symbol 

meaning can be dissociated in terms of localization and of the feature of the signal encoding them, 

while sharing a similar temporal evolution. 

 

 

 

 

Keywords : Symbols, Semantic memory, Representational geometry, Neuropsychology, 

Neuroimaging, functional Magnetic Resonance Imaging (fMRI), magnetoencephalography (MEG) 
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INTRODUCTION : 

ORGANI ZATION AND CONTRIBUTIONS OF THE THESIS 

 

The brain: a device through which we think we can think. 

 

This introductory chapter frames the problem tackled during my PhD. I then briefly 

introduce the different chapters and the scientific publications stemmed from the experimental 

works conducted. Subsequently, as required by my dual PhD program, a summary in French 

and Italian is provided. Last, but surely not least, some due ackowledgements.  

 

1.  The symbols that made us what we are 

 

ñWe should start back, - Gared urged as the woods began to grow dark around themò. 

What I studied in this thesis is what is happening right now in your brain. I typed keys on a 

keyboard generating black lines on a white background. I have used those strokes (i.e., 

letters), to assemble symbols (i.e., words). Your brain, provided with information from your 

eyes, is translating them into meaningful mental representations. You can hear Gared talking 

and you know he is not alone. You can tell that it is dusk and you can see they are in a wood. 

You understand the meaning of those words and you use it to make sense of the situation. 

You can also push it further and begin to imagine what is not written: where were they 

headed? where will they get back to? how many are they? Above all, you might have 

recognized the piece of writing I typed: it is the incipit of ñA Song of Ice and Fireò, by George 

R.R. Martin. 

You have been able to do so because you are equipped with a complex neuro-

cognitive structure, the semantic system, that stores and processes various form of conceptual 

knowledge, including symbols meaning. The relevance of symbols understanding and 

manipulation in our lives cannot be overstated. We are constantly prompted by physical 

inputs (e.g., road signs, logos, spoken and written words), which we interpret as referring to 

more than what meets the eye. Throughout our life, we use symbols to evoke, communicate 

and reflect upon things that are not currently present to our senses. The term itself, symbol, 

derives from the ancient Greek sumbolon, fusion of the stem ballein (i.e., ñto throwò) and the 
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preposition sun (i.e., ñwithò), thus meaning literally ñthat which is thrown or cast togetherò. 

Thanks to symbols, we are elevated from the reality of perception (dominated by the physical 

features of the stimuli) and gain access to the realm of semantic representations, where 

different features are cast together to assemble unitary concepts. Indeed, a simple concept 

such as ñcatò includes information on both perceptual attributes, i.e., those features one 

experiences through the senses (e.g., cats are usually small, they have a soft fur, they meow), 

and conceptual features, i.e., those that emerge through combination of perceptual ones and/or 

one learns declaratively (e.g., cats belong to the felidae family).  

Symbols, even if different in nature, can all be defined as pointers to concepts, sharing 

three key aspects: arbitrariness, culture-dependency, and unbounded combinatorial power. 

Contrary to signs, which have a natural affinity with their reference either iconiccally (e.g., a 

portrait ï it relies on form similarity) or indexically (e.g., pointing ï it depends on spatio-

temporal contiguity), symbols are completely arbitrary. Their physical properties bearing no 

relation with the semantic content they provide access to. Moreover, their meaning is defined 

only within a given linguistic and cultural milieu (e.g., presented with /burro/ a Spanish 

speaker would think of a donkey, an Italian one of butter). Finally, they can be merged 

limitlessly, creating new symbols-concepts pairings (for instance consider the ïrelatively- 

recently introduced concept of smartphone), and interact endlessly: their reciprocal 

relationship can be analyzed in light of different context and goals, changing the 

corresponding representational geometry (e.g., according to the context, cups, mugs, and 

glasses can be used interchangeably or not). Given the relevance of symbols in our daily life, 

it is not surprising that some of the most outstanding questions tackled by cognitive 

neuroscience revolve around the neural correlates of symbols acquisition, storage, and 

processing. 

Symbols are mentally represented at different levels of complexity. The first and most 

simple level sees symbols being processed as physical objects in the corresponding primary 

and secondary sensory cortices (i.e. visual cortex for written words, auditory cortex for spoke 

words). This stage corresponds to generic sensory (or motor) neural representations evoked by 

the presentation of any stimulus to a sensory organ. The moment one sees a flower, light is 

transduced by the eyes, information carried by the axons along the optical nerve, projected to 

the primary visual cortex, and subsequently a coherent representation of the visual features 

(e.g., shape and color) is reconstructed. Similar processes apply to the olfactory sensory 

representation (i.e., the smell of the flower entering the nostrils).  
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However, symbols also evoke higher order multifaceted representations, which we call 

cognitive semantic representations. They are rich internal states that reflect our knowledge of 

their meaning, including both motor-perceptual and conceptual dimensions. The semantic 

representation of flower is the summation of all the features of the concept, both motor-

perceptual (e.g., a flower is usually something I can hold with my hand and has a pleasant 

smell) and conceptual (e.g., a flower is the reproductive structure of angiosperms) ones. We 

use the term neural semantic representations to refer to the neural activity automatically 

evoked by symbol meaning, which appears to be implemented in distributed neural networks 

spanning a large portion of the cortex 

The main goal of the thesis is to investigate cognitive and neural aspect of the 

semantic space, exploiting cutting edge techniques for brain imaging data analysis which 

allow to test the mapping of given representational geometries onto neural pattern of 

activations.    

 

 

2. Outline of the thesis 

 

This manuscript consists of six chapters: the first two introduce the theory and the 

methods behind the experimental work undertaken, while the following three describe such 

endeavor. The last chapter summarizes the results, discussing the theoretical implications and 

the future perspectives. 

 

Chapter 1 aims at explicitly define the field of inquiry (what am I going to talk about) 

and the operationalization of the variables at play (how am I going to do so). First of all, I 

define semantic representations in terms of their content, providing evidence of their 

relevance as a psychological and neurological reality. Second, I revise the hypotheses on the 

localization of their neural correlates in light of the experimental findings in the literature: are 

they distributed over a broad portion of the cortex or localized in pivotal areas? is the 

organization driven by evolutionary principles or anatomical constrains? Third, I describe the 

current results relative to the timing of activation within the semantic system at both short and 

long time scales (e.g., task requirements vs personal experiences). Finally, I highlight the 

relationship between the content of the representation, the format adopted (i.e. the operations 
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that can be performed), and the underlying implementation (i.e. the neural code). Notably, this 

chapter includes my theoretical contribution: an operational definition of word meaning that 

can foster both theoretical speculations and empirical research. The meaning of words is 

conceptualized as a multidimensional representation that includes both motor-perceptual (e.g., 

average size, prototypical color) and conceptual (e.g., taxonomic class) dimensions. This 

chapter, thus, not only offers a review of the literature on semantic representations, but also 

introduces the theoretical framework I adopted for the following experimental investigations. 

 

Chapter 2 offers an overview of the methods used during my experimental work, 

illustrating how cognitive and neural representations can be investigated with behavioral tasks 

(Semantic Distance Judgment, Semantic Feature Listing, and Semantic Priming) as well as 

neuroimaging techniques (functional magnetic resonance imaging and 

magnetoencephalography). In particular, I focus on multivariate methods for the analyses of 

neuroimaging data. This chapter can be easily skipped (or read in diagonal) by those that are 

already familiar with the above mentioned techniques. However, its conclusion, and in 

particular the discussion on the application of multivariate methods to the investigation of 

neural substrate of cognitive representations, are crucial to the understanding of my 

perspective while navigating through the rest of the manuscript. 

 

In Chapter 3, I describe the outcomes of our behavioral experiments. First, Semantic 

Distance Judgment and Semantic Features Listing experiments were conducted on two set of 

data. The goal was two-fold: the comparison of the semantic space the two methods give 

access to, and the validation of the stimuli to be used in the following neuroimaging 

experiments. The results indicate that, given a set of words, different measures converge in 

describing the same semantic space. Second, I conducted 4 priming experiments aiming at 

elucidating the automaticity of retrieval of different perceptual dimensions. The results 

suggest a delicate interaction between the task subjects are performing and whether the two 

words refer to objects that share (or not) the same visual (i.e., implied real world size) and 

auditory (i.e., prototypical sound) features. 

  

Chapter 4 describes the functional magnetic resonance (fMRI) experiment I conducted 

and its results. We tested the hypothesis that perceptual and conceptual dimensions of word 

meaning are coded in different brain regions: perceptual dimension in unimodal perceptual 

areas, conceptual dimension in heteromodal association areas. We tested the presence of a 
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mapping between a perceptual dimension (implied real object size) and two conceptual 

dimensions (taxonomic categories at different levels of specificity), and the patterns of brain 

activity recorded in six areas along the ventral occipitoïtemporal cortical path. Combining 

multivariate pattern classification and representational similarity analysis, we found that the 

visual-perceptual dimension appears to be primarily encoded in early visual regions, while the 

conceptual dimension in more anterior temporal regions. This anteroposterior gradient of 

information content, from perceptual to conceptual, indicates that different areas along the 

ventral stream encode complementary dimensions of the semantic space. 

 

In Chapter 5, I present the magnetoencephalography (MEG) experiment I conducted 

and its results. We investigated whether perceptual and conceptual dimensions of word 

meaning could be dissociated not only in their topography, but also in terms of their temporal 

dynamics. We compared one conceptual dimension (semantic category) and two perceptual 

dimensions (one concerning a visual feature - the implied real world size, and one concerning 

an auditory feature ï prototypical sound). Results indicate an automatic, rapid (~200ms) and 

essentially simultaneous recovery of information along both perceptual and conceptual 

dimensions of word meaning, a results that speaks against popular theories in the field. 

However, the three different dimensions appear to dissociate in terms of the brain dynamics 

involved (changes in phase coherence vs spectral power) and the corresponding underlying 

sources. 

 

In Chapter 6, I discuss the general implications of our findings and the future work 

that will be needed to deepen our understanding of the cognitive and neural substrate of 

semantic representations. 

 

Finally, the Appendix includes all the supporting materials, including the analyses I 

used either as ñsanity checksò of data quality or as complementary evidence to the main 

findings of the different studies.  
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4. Résumé en français 

 

Lôune des capacités humaines fondamentales est la capacité d'interpréter des 

symboles. En pr®sence dôun  stimulus d®pourvu de signification intrins¯que, comme un mot 

écrit, notre cerveau peut accéder à une représentation complexe et multidimensionnelle, 

appelée représentation sémantique. Malgré plusieurs décennies de travaux en 

neuropsychologique et neuroimagerie sur le substrat cognitif et neuronal des représentations 

sémantiques, de nombreuses questions restent sans réponse. Les présents travaux de thèse 

tentent de démêler l'un de ces mystères: les substrats neuronaux des différentes composantes 

du mot sont-ils dissociables? 

 

Ce travail comporte deux composantes principales : lôune théorique et lôautre 

empirique. Dans la première partie, nous passons en revue les différentes positions théoriques 

concernant les corrélats cognitifs et neuraux des représentations sémantiques. Nous 

soulignons la façon dont les avancées méthodologiques récentes, notamment l'introduction de 

méthodes multivariées pour l'analyse de l'activité cérébrale, élargissent l'ensemble des 

hypothèses qui peuvent être testées empiriquement. Elles permettent notamment d'explorer les 

géométries représentationnelles des différentes zones du cerveau, ce qui est essentiel pour 

comprendre où et quand les différentes dimensions de l'espace sémantique sont activées dans 

le cerveau. De plus, nous proposons une distinction opérationnelle entre les dimensions moto-

perceptives (c'est-à-dire les attributs des objets auxquels les mots se réfèrent perçus par les 

sens) et conceptuelles (c'est-à-dire l'information construite par lôint®gration des multiples 

caractéristiques perceptives). 

Dans la deuxième partie, nous présentons les résultats des études menées afin d'étudier 

l'automaticité de la récupération, l'organisation topographique et la dynamique temporelle des 

dimensions moto-perceptives et conceptuelles de la signification des mots. Tout d'abord, nous 

montrons  comment les espaces représentationnels récupérés avec différentes méthodes 

comportementales et computationnelles (c'est-à-dire Semantic Distance Judgment, Semantic 

Feature Listing, WordNet) semblent être fortement corrélés et globalement cohérents entre les 

sujets. Ensuite, nous présentons les résultats de quatre expériences d'amorçage sémantique 

suggérant que les dimensions perceptives  (telles que la taille et le son associées) sont 

récupérées d'une manière automatique mais dépendante de la tâche effectuée par les sujets au 

cours de la lecture. Puis, grâce à une expérience d'imagerie par résonance magnétique 
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fonctionnelle, nous montrons un gradient occipital-temporal le long de la voie visuelle 

ventrale: les caractéristiques perceptives sont préférentiellement encodées dans des zones 

visuelles primaires, tandis que les caractéristiques conceptuelles, dans les zones temporales 

médiane et antérieure. Ce résultat indique que des dimensions complémentaires de l'espace 

sémantique sont encodées d'une manière partiellement dissociée à travers le cortex cérébral. 

Enfin, au moyen d'une étude réalisée avec la magnétoencéphalographie, nous présentons des 

preuves d'un accès simultané et précoce (environ 200 ms après le stimulus) aux dimensions 

moto-perceptives et conceptuelles de l'espace sémantique grâce aux différents aspects du 

signal. La cohérence de phase semble être la clé pour le codage des aspects perceptifs, tandis 

que les changements de puissance spectrale semblent soutenir le codage des dimensions 

conceptuelles. Ces observations suggèrent que les substrats neuronaux de différentes 

composantes de la signification des symboles peuvent être dissociés en termes de localisation 

et également en termes de caractéristique du signal qui les encode, tout en partageant une 

évolution temporelle similaire. 

 

Le manuscrit est constitué de six chapitres: les deux premiers introduisent la théorie et 

les méthodes du travail, tandis que les trois suivants décrivent  les aspects expérimentaux. Le 

dernier chapitre résume les résultats, en discutant des implications théoriques et des 

perspectives futures. Enfin, l'annexe comprend tous les documents d'appui, y compris les 

analyses utilisées soit pour vérifier la qualité des données, soit comme preuves 

complémentaires aux conclusions principales des différentes études. Nous détaillons ci-

dessous le contenu des cinq chapitres principaux. 

Le Chapitre 1 vise à définir explicitement le champ d'investigation (quel est le sujet 

abordé) et l'opérationnalisation des variables en jeu (comment nous allons lôaborder). Tout 

d'abord, nous définissons les représentations sémantiques en termes de contenu, en 

fournissant des preuves de leur pertinence comme une réalité psychologique et neurologique. 

Deuxièmement, nous révisons les hypothèses sur la localisation de leurs corrélats neuronaux à 

la lumière des résultats expérimentaux dans la littérature: sont-ils répartis sur une large 

portion du cortex ou localisés dans des zones-clés? L'organisation est-elle dirigée par des 

principes évolutifs ou des contraintes anatomiques? Troisièmement, nous décrivons les 

résultats relatifs à la dynamique temporelle du système sémantique à la fois à court terme (par 

exemple, les exigences de la tâche) et à long terme (par exemple, les expériences 

personnelles). Enfin, nous mettons en évidence la relation entre le contenu de la 

représentation, son format (c'est-à-dire les opérations pouvant y être exécutées) et 
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l'implémentation sous-jacente (c'est-à-dire le code neuronal qui le supporte). Ce chapitre 

inclut notamment notre contribution théorique : une définition opérationnelle du sens du mot 

qui peut favoriser à la fois les spéculations théoriques et la recherche empirique. La 

signification des mots est conceptualisée comme une représentation multidimensionnelle qui 

comprend des dimensions moto-perceptives (par exemple, la taille moyenne, le couleur 

prototypique) et conceptuelle (par exemple, la classe taxonomique). Ce chapitre propose odnc 

non seulement une revue de la littérature sur les représentations sémantiques, mais introduit 

également le cadre théorique adopté pour les recherches expérimentales suivantes. 

Le Chapitre 2 offre un aperçu des méthodes utilisées lors de notre travail 

expérimental, illustrant comment les représentations cognitives et neuronales peuvent être 

étudiées avec des tâches comportementales (Semantic Distance Judgment, Semantic Feature 

Listing, Semantic Priming) ainsi que des techniques de neuroimagerie (imagerie par 

résonance magnétique fonctionnelle et magnétoencéphalographie). En particulier, l'accent est 

mis sur les méthodes multivariées pour l'analyse des données de neuroimagerie qui utilisent 

des algorithmes de machine learning (une approche souvent appelée decoding) ou la 

corrélation entre activations neuronal (appelée representational similarity analysis, RSA). 

Dans le Chapitre 3, nous décrivons les résultats des expériences comportementales. 

Premièrement, des expériences de Semantic Distance Judgment et Semantic Feature Listing 

ont été menées sur deux séries de données. L'objectif était double: la comparaison de l'espace 

sémantique auquel les deux méthodes donnent accès et la validation des stimuli à utiliser dans 

les expériences de neuroimagerie suivantes. Les résultats indiquent que différentes mesures 

convergent en décrivant le même espace sémantique. Deuxièmement, nous avons mené 4 

expériences d'amorçage sémantique visant à élucider l'automaticité de la récupération de 

différentes dimensions perceptives. Les résultats suggèrent une interaction délicate entre la 

tâche réalisée par les sujets et l'effet d'amorçage en raison de la similitude des mots en termes 

de caractéristiques perceptives (par exemple, si deux mots se réfèrent à des objets qui 

partagent à peu près la même caractéristique visuelle ou auditive). 

Le Chapitre 4 décrit l'expérience de résonance magnétique fonctionnelle (IRMf) et 

ses résultats. Nous avons testé l'hypothèse selon laquelle les dimensions perceptives et 

conceptuelles de la signification des mots sont codées dans différentes régions du cerveau: la 

dimension perceptuelle dans les zones unimodales perceptuelles, la dimension conceptuelle 

dans les zones d'association hétéromodales. Nous avons testé la présence d'une 

correspondance entre une dimension perceptuelle (la taille implicite de l'objet réel) et deux 

dimensions conceptuelles (catégories taxonomiques à différents niveaux de spécificité) et les 
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patterns d'activité cérébrale enregistrés dans six zones le long de la voie ventrale occipito-

temporale. En combinant les méthodes de decoding et RSA, nous avons constaté que la 

dimension perceptive (visuelle) semble être principalement codée dans la région visuelle 

primaire, tandis que la dimension conceptuelle est codée dans les régions temporales plus 

antérieures. Ce gradient antéro-postérieur du contenu informationnel, du conceptuel au 

perceptif, indique que différentes zones le long de la voie ventrale encodent des dimensions 

complémentaires de l'espace sémantique. 

Dans le Chapitre 5, nous présentons l'expérience de magnétoencéphalographie 

(MEG) que effectuée et ses résultats. Nous nous sommes demandé si les dimensions 

perceptives et conceptuelles pouvaient être dissociées non seulement dans leur topographie, 

mais aussi dans leur dynamique temporelle. Nous avons comparé une dimension conceptuelle 

(catégorie sémantique) et deux dimensions perceptives (lôune concernant une caractéristique 

visuelle - la taille moyen - et lôautre concernant une caractéristique auditive ï le son 

prototypique). Les résultats indiquent une récupération automatique, rapide (~200 ms) et 

essentiellement simultanée de l'information sur les trois. Cependant, les trois effets semblent 

se dissocier en ce qui concerne la dynamique cérébrale impliquée (changements dans la 

cohérence de la phase dans un cas, variations dans le spectre de puissance dans l'autre) et les 

sources cérébrales responsables. 

 

Tout en contribuant à notre compréhension, encore partielle, de la manière dont le sens 

des mots est codé dans le cerveau et récupéré au cours du processus de lecture, les travaux 

présentés dans cette thèse ont des implications méthodologiques et théoriques importantes. En 

particulier, ils soulignent l'importance d'une intégration fructueuse entre les théories 

cognitives et les méthodes statistiques avancées afin dô®clairer les mystères entourant les 

représentations sémantiques. 
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5. Riassunto in italiano 

 

Una delle capacità fondamentali degli esseri umani é quella di interpretare simboli. 

Posti davanti ad uno stimolo privo di significato intrinseco, ad esempio una parola scritta, il 

nostro cervello può accedere ad unôarbitraria, complessa e multidimensionale 

rappresentazione chiamata rappresentazione semantica. Nonostante decenni di indagine 

neuropsicologica e di studi di neuroimmagine sui correlati cognitivi e neurali delle 

rappresentazioni semantiche, molte domande sono, ad oggi, senza risposta. I lavori di ricerca 

presentati in questa dissertazione ambiscono a svelare uno di questi misteri: é possibile 

dissociare i substrati neurali delle diverse componenti del significato di una parola? 

 

Il lavoro da me svolto si articola lungo due assi principali: uno teorico ed uno 

empirico. Nella prima parte, vengono riassunte le principali posizioni teoriche attualmente in 

auge relativamente ai correlati cognitivi e neurali delle rappresentazioni semantiche. Vengono 

inoltre evidenziati i recenti progressi metodologici, ovvero l'introduzione di metodi 

multivariati per l'analisi dei dati di neuroimmagine. Queste tecniche ampliano l'insieme di 

ipotesi che possono essere testate empiricamente, in particolare permettendo l'esplorazione (e 

la comparazione) delle geometrie rappresentazionali di diverse aree cerebrali. Tale passaggio 

é fondamentale ai fini di comprendere dove e quando le diverse dimensioni dello spazio 

semantico vengono attivate a livello cerebrale. Infine, propongo una distinzione euristica tra 

due tipologie diverse di dimensioni semantiche: da un lato quelle motorio-percettuali (vale a 

dire, gli attributi degli oggetti cui le parole si riferiscono che vengono percepiti attraverso i 

sensi), e dallôaltro quelle concettuali (ad esempio, le informazioni frutto dellôintegrazione di 

molteplici caratteristiche percettuali). 

Nella seconda parte, vengono presentati i risultati degli studi che ho condotto al fine di 

indagare l'automaticità di recupero, l'organizzazione topografica, e le dinamiche temporali di 

diverse dimensioni motorio-percettuali e concettuali. Per prima cosa, mostro come gli spazi 

semantici ottenuti con diversi metodi comportamentali e computazionali (vale a dire, 

Semantic Distance Judgment, Semantic Feature Listing, WordNet) siano altamente 

riproducibili attraverso i soggetti e correlino tra loro. In secondo luogo, presento i risultati di 

quattro esperimenti di priming semantico che illustrano come le dimensioni percettuali 

(ovvero la dimensione fisica ed il suono emesso dallôoggetto cui la parola si riferisce) 

vengano recuperati in modo automatico durante la lettura, con importanti differenze a seconda 
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del compito svolto dai soggetti. Inoltre, grazie ai risultati di un esperimento di risonanza 

magnetica funzionale, illustro un gradiente occipito-temporale lungo la via visiva ventrale: le 

caratteristiche percettuali appaiono preferenzialmente codificate in aree visive primarie, 

quelle concettuali in aree associative temporali. Questo risultato indica che dimensioni 

complementari dello spazio semantico sono codificate in modo distribuito e parzialmente 

dissociato attraverso la corteccia cerebrale. Infine, mediante uno studio di 

magnetoencefalografia, dimostro come le diverse dimensioni dello spazio semantico possono 

essere recuperate in modo pressoch® immediato (nei primi 200 ms dopo lôapparizione dello 

stimolo) e simultaneo, grazie però a diversi aspetti del segnale cerebrale. La coerenza di fase 

appare infatti fondamentale per la codifica delle dimensioni percettive, mentre le variazioni 

spettrali sembrano supportare la codifica delle dimensioni concettuali. Nel complesso, queste 

osservazioni suggeriscono che i substrati neurali delle diverse componenti del significato dei 

simboli, pur condividendo una simile evoluzione temporale, possono essere dissociate a 

livello della localizzazione cerebrale, e della caratteristica del segnale necessaria per 

codificarli. 

 

Il presente manoscritto si compone di sei capitoli: i primi due introducono la teoria ed 

i metodi sfruttati per il lavoro sperimentale svolto, mentre i seguenti tre descrivono tale sforzo 

empirico. L'ultimo capitolo riassume i risultati, discutendone le implicazioni teoriche e 

proponendo possibili sviluppi. Infine, l'appendice include tutti i materiali di supporto, tra cui 

le analisi che usate come controllo della qualità dei dati o come supporto ai risultati principali 

illustrati nei capitoli precedenti. Segue dettaglio dei cinque capitoli principali. 

Il Capitolo 1 mira a definire esplicitamente il campo di indagine (quale argomento 

verrà affrontato) ed ad operazionalizzare le variabili in gioco (come verrà affrontato). Per 

prima cosa, definisco le rappresentazioni semantiche descrivendone i contenuti e fornendo 

prova della loro rilevanza come realtà psicologica e neurologica. In secondo luogo, riassumo 

le ipotesi sulla localizzazione dei loro correlati neurali alla luce dei risultati sperimentali 

publicati in letteratura. Le rappresentazioni semantiche sono distribuite su una vasta porzione 

della corteccia o localizzate in determinate aree chiave? La loro organizzazione è dettata da 

principi evolutivi o vincoli anatomici? In terzo luogo, descrivo i risultati relativi alla dinamica 

temporale con cui il sistema semantico viene attivato, considerando due scale temporali: a 

breve (es. obiettivo del compito svolto) ed a lungo termine (es. esperienze personali 

pregresse). Infine, evidenzio il rapporto tra il contenuto della rappresentazione, il formato 

adottato (ovvero le operazioni che possono essere eseguite), e l'implementazione sottostante 
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(ovvero il codice neurale). In particolare, questo capitolo comprende il mio contributo teorico: 

una definizione dello spazio semantico che, operazionalizzando due variabili fondamentali, 

può favorire sia le speculazioni teoriche, sia la ricerca empirica. Il significato delle parole 

viene concepito come una rappresentazione multidimensionale che comprende sia dimensioni 

motorio-percettuali (ad esempio, la dimensione media od il colore prototipo), che dimensioni 

concettuali (quali ad esempio la classe tassonomica). Questo capitolo, quindi, non solo offre 

una rassegna della letteratura sulle rappresentazioni semantiche, ma introduce anche il quadro 

teorico adottato per le seguenti indagini sperimentali. 

Il Capitolo 2 offre una panoramica dei metodi utilizzati durante il lavoro sperimentale, 

illustrando come le rappresentazioni cognitive e neurali possano essere studiate con compiti 

comportamentali (Semantic Distance Judgment, Semantic Feature Listing, Semantic 

Priming), nonché tecniche di neuroimmagine quali la risonanza magnetica funzionale e la 

magnetoencefalografia. In particolare, il focus é sui metodi multivariati per l'analisi dei dati di 

neuroimmagine che sfruttano algoritmi di machine learning (un approccio sovente chiamato 

decoding) o la correlazione tra pattern neuronali (chiamato representational similarity 

analysis, RSA). 

Nel Capitolo 3, presento i risultati degli esperimenti comportamentali. Per prima cosa, 

ho condotto esperiementi di Semantic Distance Judgment e Semantic Feature Listing con il 

duplice intento di confrontare lo spazio semantico cui i due diversi metodi danno accesso, ed 

al contempo validare gli stimoli da utilizzare nei seguenti esperimenti di neuroimmagine. I 

risultati indicano che le diverse tecniche convergono nel descrivere il medesimo spazio 

semantico. In secondo luogo, ho condotto 4 esperimenti di priming semantico con lôobiettivo 

di chiarire il grado di automaticità con cui diverse dimensioni percettuali vengono recuperate 

durante la lettura. I risultati suggeriscono una delicata interazione tra il compito svolto dai 

soggetti e lôeffetto di priming dovuto alla similarit¨ tra parole in termini percettivi (ovvero se 

due parole si riferiscono a oggetti che condividono o meno la stessa caratteristica visiva od 

uditiva). 

Il Capitolo 4 ospita la descrizione dell'esperimento di risonanza magnetica funzionale 

condotto ed i suoi risultati. L'ipotesi testata era che le dimensioni percettuali e concettuali del 

significato di una parola siano codificate in differenti regioni del cervello: le dimensioni 

percettive in aree unimodali sensori-motorie, mentre le dimensioni concettuali in aree 

associative eteromodali. Ho cosi investigato la presenza di una mappatura tra una dimensione 

percettiva (la dimensione media nel mondo reale) e due dimensioni concettuali (due categorie 

tassonomiche ad un diverso livello di specificità), ed i pattern di attività cerebrale registrati in 
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sei aree lungo la via ventrale occipito-temporale. Grazie alla combinazione di tecniche di 

decoding ed RSA, ho evidenziato come la dimensione visivo-percettiva sembri essere 

codificata principalmente nelle regioni visive primarie (occipitali), mentre le dimensioni 

concettuali in regioni temporali più anteriori. Questo gradiente antero-posteriore, dal 

concettuale al percettuale, indica che diverse aree cerebrali codificano per dimensioni 

complementari dello spazio semantico. 

Infine, nel Capitolo 5, presento l'esperimento realizzato mediante 

magnetoencefalografia ed i risultati cui ha condotto. Lôipotesi al banco di prova é che diverse 

dimensioni percettuali e concettuali possano essere dissociate non solo sulla base della loro 

topografia, ma anche in termini di dinamica temporale. Ho cosi confrontato una dimensione 

concettuale (la categoria semantica) e due dimensioni percettuali (una relativa ad un aspetto 

visivo, la dimensione media nel mondo reale, ed una relativa ad un aspetto uditivo, il suono 

prototipico). I risultati indicano unôautomatico, rapido (~200 ms) ed essenzialmente 

simultaneo recupero delle informazioni lungo tutte e tre le dimensioni. Tuttavia, i tre diversi 

effetti sembrano dissociarsi in termini di quale dinamica cerebrale sia coinvolta (cambiamenti 

nella coerenza di fase in un caso, variazioni nello spettro di potenza nellôaltro), e di quali 

sorgenti cerebrali ne siano responsabili. 

 

Contribuendo alla nostra, ancora parziale, comprensione di come il significato delle 

parole sia codificato a livello cerebrale e recuperato durante il processo di lettura, i lavori 

presentati in questa tesi hanno importanti implicazioni metodologiche e teoretiche. In 

particolare, sottolineano lôimportanza di una proficua integrazione tra teorie cognitive e 

metodiche statistiche avanzate, al fine di risolvere i misteri che circondano le rappresentazioni 

semantiche. 
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Highlights: 

¶ Semantic knowledge is a complex cognitive and neurological reality, central to human nature. 

¶ Concepts are represented across the neo-cortex in a distributed, yet specialized manner. 

¶ Processing of semantic information is fast and automatic, yet not uniform. 

¶ The question of the format of semantic representations is currently an ill-posed problem. 

CHAPTER 1:  

A MULTIDIMENSIONAL REVIEW OF THE L ITERATURE  

 

Could a machine think?  The answer is, obviously, yes.  

We are precisely such machines. 

[Searle, 1980] 

 

 

In this chapter, I explore the current state of the literature concerning the neuro-

cognitive representations of semantic representations. First, I illustrate the role and properties 

of representations via examples stemming from sensory-motor systems. Then, I focus on the 

defining properties of semantic representations: their what (i.e., content and geometry), where 

(i.e., topographical organization), when (i.e., temporal dynamic) and how (i.e., format and 

implementation). The key findings from behavioral and neuroimaging experiments, as well as 

some of the key open questions, are presented. A subset of this chapter is currently under 

revision as a review paper:  

Borghesani, V., & Piazza, M. (under review). The neuro-cognitive representations of 

symbols:  the case of concrete words. Neuropsychologia 

 

 

1.   Neuro-Cognitive Introduction to 

Representations 

As this thesis concerns cognitive and neural representations of 

semantic knowledge, I will begin by defining the concept of 

representation and, in particular, the properties of neural 

representations. This will be followed by the exploration of what we 

mean by knowledge and by semantics. 
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1.1   Cognitive Representations 

A cognitive representation is a mental state, a mental 

information-bearing structure, that corresponds to an aspect of the 

external reality (e.g., a stimulus) or an internal state (e.g., being 

hungry). We can consider it the product of a function that maps the 

complexity of the external or internal world onto mental activity. 

Mental representations, banned from scientific psychology by 

behaviorists, who believed experimental efforts should be restricted 

towards what could be directly observed, were revived by cognitive 

psychologists and computer scientists. For them, representations are 

systems of symbols isomorphic to what is represented, such that 

conclusions drawn by processing symbols are valid inferences about 

the represented structure (Gallistel, 2001). Several aspects of 

representational systems have been problematized in the last three 

decades, with different perspective being taken (e.g., (Cummins, 

1989). Introducing a topic developed later in the chapter, I here only 

briefly mention the crucial debate on the format of cognitive 

representations: is mental content stored in a symbolic, descriptive 

format or a depictive, pictorial one (see Fig. 1)? Intuitively, some 

concepts are better represented pictorially (e.g., ñredò), some verbally 

(e.g., ñgoalkeeperò), others pose problems for both formats (e.g., 

ñjusticeò).   

Considering representations as the codes that store 

information, we must distinguish cognitive representations from the 

cognitive processes that operate on them (i.e. that make use of that 

information). Cognitive neuroscience aims at describing the neural 

correlates of cognition in terms of both processes and representations 

(see Fig. 2). Indeed, authors working on mental representations, even 

if coming from different perspectives, agree on the necessity to 

analyze both sides of any representational system. The processes 

operating on a given representation appear to be an essential part of its 

definition (Marr, 1982), and thus any claim on that representation 

cannot be evaluated unless the processes operating on it are specified 

 

Figure 1 Tentative 
representation of the concept of 
representations. The same 
ŎƻƴŎŜǇǘΣ ŦƻǊ ƛƴǎǘŀƴŎŜ άǘƛƎŜǊέΣ Ŏŀƴ 
be stored via different 
representational systems: a 
pictorial depiction (upper), a 
verbal description (middle), or an 
abstract code (lower). 

 



29 
 

as well (Anderson, 1978). Ultimately, it could be argued that 

representations and processes are indistinguishable, not only 

philosophically (i.e., would it make sense?), but also methodologically 

(i.e., can we really study one and not the other?).  

In the neuropsychological literature, before the advent of 

neuroimaging, the problem of distinguishing between representations 

and processes was framed as the dissociation between a deficit ñof 

accessò (i.e., of the processes that give access to the representation) 

and a deficit ñof storageò (i.e., of the representation itself) (see for 

instance Rapp and Caramazza, 1993). Concerning the object of the 

present thesis, semantics, this dissociation was supported by the 

description of two syndromes whose deficits selectively affect the 

level of processing (semantic aphasia) or of representations (semantic 

dementia) (for example see Corbett et al., 2009). More generally, 

comprehensive theories of semantic cognition attempt to explain both 

systems: that of semantic representations and that of semantic control 

(Lambon Ralph et al., 2016). In this thesis, I will focus only on the 

cognitive and neural correlates of semantic representations. 

 

1.2   Neural Representations 

We commonly use the term neural representations to refer to 

the neural underpinnings of cognitive representations. They are the 

brain states product of a function that maps the external or internal 

world onto brain activity. Simplifying for the sake of clarity, these 

representations can be described answering the following, interrelated, 

questions: 

a) What is the content of the representation and how is such 

content organized? Conceptualizing different entities as 

points in a multidimensional space, we can describe a 

representational geometry, i.e. the relationships (distances) 

between them. 

b) Where is the representation stored in the brain? Answering 

this question requires the description of its topographical 

 

Figure 2 Representations vs 
processes. While listening to a 
piece of music, a process is in 
action: you are encoding (some 
of) the features of the melody. 
They are later available for 
retrieval, i.e. the process of 
accessing them in order to, for 
instance, repeat the tune to 
someone else. The first process 
created (or modified, if pre-
existing) a representation of the 
melody, the second is reading it 
out to fulfill the task at hand. 
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organization, in terms of cortical and/or subcortical areas 

involved. 

c) When does the content of the representation become 

available? Can we describe the temporal dynamics 

affecting the representation? 

d) How is that content stored (i.e., what is the 

representational format), and how is it implemented (i.e., 

what is the underlying neural code)? 

In some areas of cognition, neural representations have been described 

with great detail. As a prototypical example, let us consider the first 

cortical  representation of the visual world as it is transduced by our 

eyes. The signal hitting our retina (what) is processed in primary 

visual areas - V1, calcarine cortex, occipital pole ï (where), very fast ï 

in the order of a few milliseconds, independently from the content 

(when), in a retinotopic fashion (Sereno et al., 1995) (macro-scale 

how), thanks to the firing of edges-detector neurons (Hubel and 

Wiesel, 1959) (micro-scale how) (see Fig. 3). Another prototypical 

example is the representation of motor and sensory information about 

our body parts in a somatotopic fashion (macro-scale how). 

Information about body movements (what) is encoded in primary 

motor area, M1 (where), with a constant rapid update (when). 

Likewise, the information about the state of our body (what) is rapidly 

(when) encoded in primary sensory area, S1 (where) (Penfield and 

Boldrey, 1938) (see Fig. 4). Neural representations of discrete sensory 

systems have been extensively studied and reviewed, not only in the 

case of sensory and motor representations cited above but also, for 

instance, of sounds (Rauschecker, 1998) and odors (Laurent, 1996).  

However, as human beings, we do not only create an internal 

representation of the images hitting our retina, the sound waves 

reaching our ears, or the smells coming through our nostrils. We 

mentally represent very complex instances of both the external and the 

internal world. We can create a representation of everything that we 

experience in the world around us (e.g., objects, social roles, natural 

kinds), but also of things that we have never (and perhaps will never) 

 

Figure 3 Retinotopy in primary visual 
areas. In V1, the information on the 
outside world is retinally mapped onto 
the cortex. [adapted from Dougherty 
et al. (2003) Journal of Vision ] 

 

 

 

 

Figure 4 Somatotopy in primary 
sensory areas. In S1, each cortical area 
corresponds to a specific body part 
(motor homunculus) in a medial-to-
lateral topographical mapping from 
the lower to upper body. Most 
sensitive areas (e.g., fingers) are  
overrepresented. [adapted from 
OpenStax College - Anatomy & 
Physiology http://cnx.org/content/col1
1496/1.6/ ] 

 

http://cnx.org/content/col11496/1.6/
http://cnx.org/content/col11496/1.6/
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directly encounter, for instance things lacking a correspondence in the 

external world (e.g., unicorns, vampires, cylones). These different 

internal representations have been studied with varying degrees of 

depth. For instance, recently I have explored the concept of quantities 

(e.g., small magnitude, medium magnitude, big magnitude) across 

different dimensions (i.e., applied to numerosity ï varying number of 

dots- and extension ï lines of varying length) (Borghesani et al., 

2016). To this end, we capitalized on some promising advances in 

neuroimaging data analyses that have the unprecedented potential of 

shedding light on the neural substrate of cognitive representations (see 

Chap. 2.4). 

In this thesis, I am interested in one specific kind of 

representation, the semantic one, which has several exceptional 

properties. The first one is that it can be accessed by inputs coming 

from any sensory modality. Reading the letters /t i g e r/, hearing the 

sound /῁tiΈᴅr/, seeing the picture of the stripped animal, are all means 

by which the concept of tiger would be triggered (see Fig. 5). 

 

 

 

 

 

 

 

Figure 5 Semantic Representations. The concept of tiger can be accessed when 
prompted with stimuli of different nature, e.g., the picture of a tiger, the word /tiger/, 
ŀƴŘ ǘƘŜ ǎƻǳƴŘ κ ǘƛ₳r/. It has been hypothesized that the different features that build 
up the multidimensional concept tiger are encoded in different brain regions located in 
proximity to primary motor-sensory regions. These different components of meaning 
are integrated by one (or more) hub(s) located in associative cortex. 

 

However, our understanding of this kind of representation is 

fuzzy. Its content is often vaguely defined: what do we mean exactly 

when we talk about semantic representations? What is the geometry of 

the semantic representational space? What are the neural 

underpinnings of semantic representations? Are they distributed in the 
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cortex, or are they stored in one comprehensive warehouse of 

concepts? Finally, what are the representational format, and the 

underlying neural code of semantic representations? In the following 

paragraphs, I will approach all these questions, one by one 

 

2.   The Content of Semantic Representations? 

 

What do we mean by semantic knowledge? Different 

perspectives can be taken to answer this question, as the term semantic 

occupies a prominent role in many different (soft and hard) sciences. 

As I believe that they all contribute (or should contribute) to the 

current discourse on semantic representations, I will briefly introduce 

the main inputs from the relevant scientific fields. 

 

2.1   Etymology and Philosophy 

Being passionate about words often leads to a certain affection 

for etymology: that combination of letters, which means so much to 

you, how far did it travel? How did it get here? In ancient Greek, the 

verb to know, ɞᾗŭ‐ [/·i.da/], was derived from the past perfect of the 

verb to see, ŮᾕŭɞɛŬɘ [/eΈ.do.mai/] (indicative present: ᾢɟɎɤ 

[/ho.rá.ὉΈ/ ]). Similarly, the root of the English term know can be 

traced to the Old English cnawan (sharing roots with the Latin 

gnoscere and the Greek *gno) and means "perceive a thing to be 

identical with another", "perceive or understand as a fact or truth" (as 

opposed to believe): again, perception is in the spotlight. Thus, 

etymologically speaking, at least for Indo-European languages, to 

know is to have seen: our knowledge is the outcome of our (visual) 

experiences. The term semantic, on the other hand, stems from the 

ancient Greek ůɖɛŬɑɜɤ [/sὑΈ.ma².nὉΈ/ ] which means to symbolize, to 

mean. A ů,ɛŬ [/sὑӢὑma/] is a mark, a token, a pointer. Therefore 

semantic knowledge is the collection of all the tokens - and all the 

things the tokens refer to ï that we have learned, that we have 
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experienced. The orthographic form ROME, and its phonological 

form /῁roᾆm/, are tokens referring to the capital city of Italy. A picture 

of the Colosseum would likely evoke the same general concept, 

perhaps highlighting the fact that Rome was the capital of the Roman 

Empire. If your personal knowledge of Rome also includes its 

traditional cuisine, those same images and words will additionally 

remind you, for instance, of a great lamb dish.   

Can knowledge be reduced to our bodily experiences? The 

history of philosophy of science is studded with authors spreading 

over the continuum between empiricism, idealism and rationalism. 

According to the proponents of the first view (e.g., Thomas Hobbes, 

John Locke, David Hume), at birth our mind is a tabula rasa, ready to 

be filled with knowledge acquired through sensory-motor experiences: 

ñNo man's knowledge here can go beyond his experience.ò in John 

Lockeôs words. Idealist authors (e.g., Plato, Kant) believe that we are 

born with innate ideas, core conceptual knowledge that does not 

require any learning processes. Finally, rationalists (e.g., Descartes, 

Spinoza, Leibniz) refute the identification of knowledge with 

perception, and state that the former can be derived from reason 

independently of any sensory data. Until recently, most of traditional 

Western philosophy has embraced Descartesô mind-body dualism: a 

clear-cut divide between mental and physical properties. Naturalists 

and pragmatists have paved the way for the so-called embodied 

cognition flow that has radically changed the way mind and body are 

thought to interact (Johnson, 2006): the mind is not a separate entity, 

but an emerging property of the interaction between the body and the 

environment. 

Philosophically, there are thus two topics of discord: the 

relationship between mind and body, and the origin and nature of 

knowledge.  The branch of philosophy concerned with the theory of 

knowledge, epistemology, sees a fourth position: that of skepticism. 

These authors (Socrates in primis) argue that a questioning attitude 

and the suspension of any judgment should be preferred, while 
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critically evaluating all the evidence. This is the perspective I will take 

throughout this thesis. 

 

2.2   Linguistics and logic 

In linguistics, semantics is defined as the study of the meaning 

of all linguistic expressions (i.e., morphemes, words, phrases and 

sentences) (Bréal, 1904). The link between words (symbols) and 

meaning (concepts) is far more complex than what can be 

superficially appreciated, complicated by phenomena such as 

polysemy (i.e., a sign has multiple meanings, related by contiguity 

within a given semantic field) and homonymy (i.e., a sign has multiple 

meanings, totally unconnected or unrelated) (see Fig. 6). Semantics 

should not be confused with pragmatics, the study of "speaker 

meaning", in other words the meaning of language in its context of 

use. This distinction parallels the one made in cognitive and clinical 

psychology between semantic representations (the information stored) 

and processes operating on them (which will determine changes 

according to the context/behavioral goals). While aware that 

pragmatic and contextual factors affect semantic representations, in 

this manuscript I focus on static representations of the meaning of 

single words  

The origin of modern semantics is usually traced back to the 

point of intersection between the logico-philosophical tradition and 

structural and generative approaches. Belonging to the first line of 

research, Frege (1982) distinguished between the reference (in 

German, Bedeutung) and the sense (in German, Sinn) of a concept. 

The first denotes a word extension (i.e., what it corresponds to in the 

world), the second its intension (i.e., what we know about its meaning, 

the way in which it refers to its referent). For instance, the sentences 

ñBruce Wayne is Batmanò and ñBruce Wayne is Bruce Wayneò have 

the same referent/extension (i.e. the American billionaire owner of 

Wayne Enterprises), but rather different sense/intension (i.e. only the 

first one denotes knowledge of his secret identity). The second line of 

 

Figure 6 The link between words 
and meaning. A given concept can 
be expressed via a term (i.e., a 
word) and refers to a referent (i.e., 
an object in the real world). 
However, this linear relation is 
complicated by the observation that 
the same term might refer to 
ŘƛŦŦŜǊŜƴǘ ŎƻƴŎŜǇǘǎ όŜΦƎΦΣ ōƻǿ ƛǎ άa 
flexible strip of wood, bent by a 
string stretched between its ends, 
for shooting arrowsέ ōǳǘ ŀƭǎƻ ŀ 
άpiece of looped, knotted, or shaped 
gathering of ribbon, cloth, paper, 
etc., used as a decorationέύΦ 
Moreover, the same referent might 
be accessed via different terms 
(e.g., a bow can be called knot).  
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research is best represented by Chomsky who stressed the 

dissociations (and interactions) between semantics and other aspect of 

language, such as syntax and grammar. As exemplified by its 

notorious sentence, ñcolorless green ideas sleep furiouslyò, 

grammatically correct propositions can be completely meaningless. 

Mirroring what pointed out in philosophy of knowledge, 

according to Buccino and colleagues (2016), we can talk about two 

streams in the current philosophy of language: externalist (i.e., the 

meaning of words resort to external entities - physical or social) and 

internalist (i.e., embodied experiences). As an example of the first 

perspective, consider Putnamôs (1975) claim that the meaning of a 

word is given not only by the set of items it refers to (the extension), 

but also by the socially defined notion of its typical features (the 

stereotype). This kind of reasoning, along with notions such as the one 

adopted by Frege, implies that meaning does not follow from what 

speakers perceive or experience (their psychological state is 

irrelevant), but rather from some kinds of (physical or social) external 

entities like senses (Frege) or stereotypes (Putnam). The opposite 

perspective, the internalist positions, started with the observation by 

Russell (1910) that we can understand only those expressions we are 

ñacquainted withò. Sure, one can be taught of hobbits - short and 

fattish, with curly hair and a round jovial face -, however this 

description will be understood only by those that are familiar (i.e., had 

been exposed to) with the terms "short", "fattish", "curly", "hair", etc... 

We will see that this tension between internal and external sources of 

meaning expands to cognitive (neuro)science. 

 

2.3   Computer Science and Artificial I ntelligence 

Insofar as to know, to have knowledge, is seen as tightly linked 

with being an intelligent agent, computer scientists have debated about 

the characteristics of semantic memory (perhaps unknowingly). As we 

will see later on (3.1), one of the first, pivotal, cognitive models of the 

organization of semantic knowledge stems from a hypothesis 
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generated by a computer scientist, Quillian (1967). However, the 

contributions I will review here focus on a deeper question: what is 

knowledge in the first place? 

An important divide in the field of artificial intelligence (AI) 

should be mentioned. On one hand, the weak AI hypothesis states that 

a machine running a program will always be, even at its best, only 

capable of simulating real human behavior and consciousness. On the 

other hand, the strong AI hypothesis states that a machine running the 

proper (yet to be coded) program, would be a mind, thus positing no 

difference between a software emulating the actions of the brain, and 

the actions of a human being, including understanding and 

consciousness. The American philosopher John Searle (1980) 

responded to strong artificial intelligence advocates with what is now 

known as the Chinese room argument. The idea in vogue at the time 

was that intelligence in computers could be assessed with the so-called 

Turing test. Human beings are asked to have chat conversations with 

unknown interlocutors; if a machine, acting as interlocutor, can fool 

humans in thinking they are chatting with a conspecific, that machine 

can be considered intelligent. However, noticed Searle, pure symbols 

manipulation, in absence of any meaningful comprehension, cannot be 

considered knowledge, cannot be enough to call a system 

ñintelligentò. Provided with the right tools (e.g. a Chinese vocabulary 

and a textbook of Chinese grammar) one can manipulate Chinese 

symbols correctly, up to the point of fooling native speakers. 

However, it would just be a simulation of knowledge; there would not 

be any real understanding. 

Ten years later, the Hungarian cognitive scientist Harnad 

formalized the core problem of semantic knowledge: symbols need to 

be grounded (1990). Grasping the meaning of something is the result 

of the capacity of picking out a referent in the outer world and of 

being conscious of such a process. Symbols need to be grounded, and 

this is not simply a computational property, it is a dynamic 

implementation-dependent property (i.e., it will depend on the 

sensory-motor states the system can experience) (Harnad, 2003). His 



37 
 

conclusion is thus that a complete separation between a central 

symbolic system and peripheral input/output systems is not sufficient 

to give rise to human-like intelligence (and knowledge). Some kind of 

interaction between hardware (i.e., the input and output systems) and 

software (i.e., the symbolic system) appears to be necessary. How this 

could be implemented is still an open question, and, as we will see 

later, parallels the open question on how such an interaction is carried 

out by our brains. While slightly changing its meaning over time, one 

term has been used to refer to the complex systems of inputs, outputs 

and symbolic operations characterizing biological life forms: wetware. 

 

2.4   Psychology and Neuropsychology 

The term semantic memory was coined for the first time by 

Quillian in his doctoral thesis (1966). In his seminal work, Tulving 

(1972) then formalized the distinction, within the declarative (i.e., 

consciously accessible) long-term memory system, between: 

a) Episodic memory is tied to precise spatio-temporal coordinates, to 

unique personal events one remembers. For instance, I recall 

yesterday (when) I wrote one paragraph (what) while on the train 

back home (where). Episodic memory is thought to be dependent 

on medial-temporal lobe structures (MTL), while prefrontal cortex 

(PFC) seems to support strategic retrieval (Agosta et al., 2016). 

b) Semantic memory is a mental thesaurus, containing all the general 

concepts one knows. As example, I know the most ancient 

recognized predecessor of the rail system was the rutway near 

Corith (the Diolkos). As described in the rest of chapter, semantic 

memory relies on a distributed network of cortical areas. 

Semantic memory is thus defined as the general knowledge of facts 

(e.g., 25
th
 August 1991, first public announcement of the existence of 

a Linux kernel), people (e.g., Tolkien, the author of ñThe Lord of the 

Ringsò) and objects (e.g., an astrolabe is an ancient inclinometer). 

Items are described both in terms of features (i.e., how things are ï 

from the example before: typically made of brass) and functions (i.e., 
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what things are for ï from the example before: used for navigation and 

locating astronomical objects). Semantic memory is tightly linked 

with language, as it includes word meaning, and it is shared within a 

given cultural milieu (e.g., in Bologna, nobody understands what 

ñspaghetti alla bologneseò means, it simply does not exist). 

The early investigations on semantic memory were of 

neuropsychological nature. Cognitive neuropsychology seeks to 

understand the relationship between cognitive functions (as described 

by cognitive models) and brain areas and functions (as studied via the 

observation of patients with acquired brain damage). As I will develop 

later, single case studies of patients with memory deficits revealed 

important dissociations, which led to key inference on the structure of 

the semantic system (Caramazza, 1986). A single dissociation (i.e., a 

patient showing a deficit of semantic memory, not of episodic 

memory) can only demonstrate that the two constructs are somehow 

different, they cannot be reduced to one another. However, it does not 

provide any indication on what distinguishes them. For instance, if 

one of the two poses a higher demand on attention (or language, or 

any other cognitive function) this could explain away the difference. 

Nevertheless, if a double dissociation is observed (i.e., two patients, 

one showing a deficit of semantic memory and preserved episodic 

memory, another with the reverse pattern) then it is possible to 

conclude that the two constructs are functionally different (i.e., the 

differences cannot be reduced to, say, higher/lower attentional 

demands). Moreover, if the two patients are also showing different 

patterns of brain anomalies that can be linked to the cognitive deficits, 

then it is possible to conclude that semantic and episodic memory 

differ not only functionally, but also in their  neural substrate. 

Thanks to neuropsychological investigations, since the mid-

seventies it is acknowledged that episodic and semantic memories 

constitute two dissociable cognitive and neurological realities. In 

1975, Warrington described three patients showing a ñselective 

impairment of semantic memoryò. Episodic memory was preserved. 

Ten years later, Mesulam (1982) described six more patients showing 
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this peculiar deficit of memory not imputable to Alzheimerôs Disease 

and coined the term progressive fluent aphasia (Mesulam, 1987). 

From these first reports stemmed two interconnected and prolific lines 

of research: on one hand, the study of categorical dissociation within 

semantic memory (Warrington and Shallice, 1984), on the other hand, 

the definition of a syndrome called semantic dementia (SD) as one of 

the forms of progressive fluent aphasia (Snowden et al., 1989; Hodges 

et al., 1992; Neary et al., 1998).  We will later see how the bulk of 

evidence stemming from this neuropsychological-oriented research 

has contributed to the investigation of the neural substrate of semantic 

memory. For one of the first examples of the mirror dissociation (i.e., 

spared semantic memory and impaired episodic one), see (Vargha-

Khadem et al., 1997) 

 

2.5   Dimensions and Geometries 

Semantic representations lie in a complex multidimensional 

space described by the intersection of numerous features. We have 

recently proposed a novel way to conceptualize the mental 

representation of the meaning of concrete words, which we think 

could be a useful heuristic to foster theoretical speculations as well as 

empirical research (Borghesani and Piazza, under review). 

Considering the way they are learned/acquired, we can distinguish (at 

least) two kinds of features:  

¶ Motor-perceptual ones. The umbrella term motor-perceptual 

features includes all features of the objects referred to by the 

words that can be (and typically are) perceived through the 

senses. These features, under normal circumstances, are 

apprehended through direct physical interaction with the items. 

It comprises modality-specific features, for instance aspects 

solely apprehended through vision such as color (e.g., a tomato 

is typically red), purely gustatory such as taste (e.g., a tomato 

is a particular combination of acid and sugar flavor), purely 

auditory such as sound (e.g., a tomato is not associated with 
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any specific sound). Moreover, it encompasses features that 

can be equally resolved via multiple sensory systems, such as 

the average size or shape (e.g., the average size and shape, 

which can be sensed both through vision and through touch). 

Finally, some classes of concrete nouns (for example tools) are 

also defined through action descriptors, hence the reference to 

a combination of motor-perceptual features. As these kinds of 

features are constrained by the physical laws of the world we 

live in, and they quite often correlate among each other (e.g., 

small objects tend to produce high pitch sounds; green food 

tends to be acidic, thin small objects can be grasped with 

precision grip). According to our proposal, however, they can 

and should be considered separately when attempting to 

describe the neural substrate of word meaning. 

¶ Conceptual ones. These higher-order descriptors constitute 

another key dimension of the semantic space, and are either (1) 

derived from the integration of multiple motor-perceptual 

features, and thus refer to multimodal aspects of item (e.g., I 

know  a tomato is a fruit, which is a largely cultural label I 

learned to attach to things that are edible and have seeds) or (2) 

learned explicitly in a declarative fashion, as they bear no 

direct link with any motor-perceptual feature (e.g., I know 

tomatoes were not cultivated in Europe before the discovery of 

the Americas). Whether this latter case, in which a given 

feature cannot be entirely resolved by the integration of motor-

perceptual ones, should be classified separately (and which 

term should be used to refer to it) is currently an open 

question. Future work should also attempt to investigate how 

the integration of unimodal motor-perceptual features (e.g. 

yellow + acidic + small + round = lemon) is implemented, and 

how it differs from the integration of symbols referring to two 

or more integrated features (e.g. lemon + Italian + liqueur = 

limoncello). 
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One clarification with respect to the concept of modality is needed. 

When talking about semantic knowledge, it is important to distinguish 

between: 

¶ input modality of the stimulus (e.g., the picture of a 

tomato, the smell of lavender), determined by the 

sensory organ that transduces the information, and  

¶ content modality which is the modality specific 

component of the representation (e.g., the color of a 

tomato is red)  

As we have previously seen with the example of Rome, the content of 

semantic knowledge can be accessed via stimuli of any modality: 

visual (e.g., a picture, a written name), auditory (e.g., a spoken name, 

a sound), olfactory (e.g., a smell), etcé Particularly interesting is the 

case of words, arbitrary symbols whose physical properties (i.e. 

strokes on paper or vibrations of the air) greatly differ from the 

semantic content we have access to. As a matter of fact, the written 

(orthographic) and spoken (phonological) surface form of words carry 

meaning only thanks to cultural conventions. Given the heterogeneity 

of ways by which semantic knowledge can be accessed, when 

assessing semantic memory one needs to exploit a rich set of tests. A 

neuropsychologistôs aim may be to reveal a core semantic deficit (i.e., 

deficit of the semantic representations) as opposed to, for instance, an 

impairment preventing the access to the information or the production 

of the response (i.e., processes acting upon the representations). Thus, 

neuropsychologists use tests relying on both visual and auditory inputs 

(verbal and non-verbal), some of which ask for complex answers 

(requiring good motor skills or good verbal skills) while others probe 

a simple yes/no answer or a binary choice (see Fig.7).  

 

To sum up, semantics is the branch of linguistics studying the 

meaning of the different linguistic expressions and semantic 

knowledge (or semantic memory) is the memory system dedicated to 

store information on meaning of words and, more generally, our 

knowledge of the world. Philosophy, experimental psychology, 

 

 

Figure 7 Testing semantic 
knowledge. {ǳōƧŜŎǘǎΩ ǎŜƳŀƴǘƛŎ 
memory for artificial as well as 
natural kinds can be tested by 
asking: (a) to select the image which 
presents the correct prototypical 
color; (b) to choose which elements 
are linked by a semantic association 
(e.g., based on functional links); (c) 
to select the plausible item, one of 
the two being the unrealistic merge 
of two different common objects, 
e.g., a knife and a kettle); (d) to 
draw a delayed copy of simple 
animals (notice the absence of any 
key feature that would allow 
identification of the animals); (e) to 
choose the correct missing piece; (f) 
to select the right image. 
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cognitive science and computer science have greatly contributed to the 

debate on the origin (i.e., how much is innate/learned?), structure (i.e., 

which concepts cluster together?), and implementation (i.e., how to 

achieve the needed interaction between symbols and input/output 

systems?) of semantic knowledge. With these questions in mind, we 

are now ready to explore its neural substrate: neural semantic 

representations. 

 

 

3.   Organization and Localization of Semantic 

Representations 

 

I have stressed the tight link between language and semantic 

memory. Decades before any formal definition of semantic memory, 

conceptual knowledge was already included in the first models 

attempting to describe the language system. It all started with the 

pivotal descriptions of patients with selective deficits of production 

(Broca, 1861; Broca, 1865) and understanding (Wernicke, 1874/1977) 

of language. Following these accounts, traditional models of language 

(Lichtheim, 1885), have posed that a center for speech production (so 

called Brocaôs area) and a center for speech comprehension (so called 

Wernickeôs area) are connected to a concepts center/ideation center, 

where meaning is stored (see Fig. 8 and 9). No attempt was made to 

precisely localize this center. 

During the XX and XXI centuries, alongside the progress of 

studies on language comprehension and production, much work has 

been conducted in the attempt to localize the concepts center(s), the 

neural substrate of semantic knowledge. Neuropsychological studies 

of patients manifesting semantic deficits have been pivotal in shedding 

light on the possible cognitive and neural dissociations. They helped 

develop most of the cognitive theories later tested with neuroimaging 

methods. I here review the milestones of both the neuropsychological 

and the neuroimaging perspective, after a brief excursus on cognitive 

 

Figure 8 [ƛŎƘǘƘŜƛƳΩǎ ŘƛŀƎǊŀƳΦ 
The center of auditory images (A) 
and the center of motor images 
(M) are connected both by a 
direct pathway and by an 
indirect one, going through the 
center of concepts (B). 

 

  

 

Figure 9 /ƘŀǊŎƻǘΩǎ ōŜƭƭ ŘƛŀƎǊŀƳΦ 
The auditory center for words 
(CAM) and the visual center for 
words (CVM) are connected 
respectively with the common 
auditory center (CAC) and the 
common visual center (CVC), 
both of which lead to the 
ideation center (ID).  



43 
 

and computational models of semantic memory. These models, while 

not necessarily detailing the possible neural implementations, have 

paved the way for many of the following approaches. 

 

3.1   Cognitive and Computational Models 

At the end of the sixties, Quillian proposed a model of how 

denotative, factual information can be stored in a computer (and in the 

human mind) through a semantic network (Quillian, 1967). In this 

model, concepts are stored as series of nodes and associative links 

between those nodes. Links usually go both ways between concepts, 

but with different criterialities (i.e. they can be more or less essential): 

for example, it is highly criterial for the concept of ukulele that it is a 

musical instrument, and not very criterial for the concept of musical 

instrument that one kind is ukulele. The computational modelôs 

predictions were later tested behaviorally in collaboration with Collins 

(Collins and Quillian, 1969). Retrieving properties from a node and 

moving up in the hierarchy of links requires time, thus comparing the 

processing time of different words/sentences permits the 

understanding of how they are organized (one relative to the other) in 

the semantic network (see Fig. 10). 

 

Figure 10 Representation of the semantic network proposed by Quillian. [ŜŦǘΥ ƻǊƛƎƛƴŀƭ ŎƻƳǇǳǘŀǘƛƻƴŀƭ ƳƻŘŜƭ ŎƘŀǊŀŎǘŜǊƛȊŜŘ ōȅ ǘȅǇŜ ƴƻŘŜ όάŦƻƻŘέύΣ ǘƻƪŜƴ 
ƴƻŘŜǎ όŜΦƎΦΣ άŦƻǊƳέΣέŘǊƛƴƪέύ ŀƴŘ ǎŜƳŀntic links ς of which 5 types where defined: e.g. conjunctive, disjunctive, subordinate (Quillian, 1967). Right: 
Example of the the hierarchical structures of nodes and connections: distances (in terms of number of nodes and links to be travelled) determined the 
speed at which properties are retrieved. For instance, assessing whether it is true or not that a Canary can sing, takes less time than assessing whether it 
can fly (one needs to retrieve first the knowledge of the fact that it is a bird, than of the fact that birds can fly). From (Collins and Quillian, 1969) 
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Collins further developed the model, defining the Spreading of 

Activation Theory (Collins and Loftus, 1975). The name comes from 

the assumption that, when a word is processed at the semantic level, 

the corresponding activation spreads out along all connected paths in 

the network. Such activation progressively decreases, in a way that is 

proportional to the accessibility or strength of the links. The longer a 

word is processed, the longer activation is released, while activation 

decreases over time or if another activity interferes. Between two 

given words, it is thus possible to compute a semantic distance value 

(i.e., the distance along the shortest path), as well as a semantic 

similarity value (i.e., an aggregate measure of all possible the paths) 

(see Fig. 11). 

 

 The early seventies saw the development of antagonist 

featural models, such as the one proposed by Smith and colleagues 

(1974). In these kinds of models, a concept is not an unanalyzable 

unit: it is represented as a set of semantic features. Critical is the 

distinction between essential aspects of word meaning, called defining 

features (e.g., for birds: being a biped, having wings) and other 

accidental, characteristic features (e.g., for birds: flying, perching in 

trees). This observation led the authors to the definition of typicality: 

an instance of a category will be highly typical if it possesses most of 

the characteristic features (while, by definition, all instances manifest 

defining features). For instance, a canary is a more typical exemplar 

of the category birds than a penguin. They also suggested that 

differences in typicality ratings can be used as a measure of semantic 

distance, which in turn can be displayed in a low dimensional space 

thanks to techniques such as multidimensional scaling. One can then 

attempt to interpret the different dimensions as reflecting underlying 

characteristic features of the category (see Fig. 12). Analyses of 

behaviorally collected semantic data allowed researchers to notice 

how different domains (i.e., living vs non-living things) present 

substantial variance on factors such as feature correlations and 

distinguishing features (McRae and Cree, 2002). 

 

Figure 11 Example of a Spreading of 
Activation Theory graph. Given two 
concepts, we can compare their 
semantic distance (e.g., the path from 
roses to cherries is shorter than the one 
from violets and cherries) and their 
semantic similarity (e.g., between roses 
and cherries the way through red is the 
only possible path, they are not very 
similar; on the contrary, ambulance and 
vehicle are very similar as they are 
connected by many paths of different 
length). [figure adapted from (Collins 
and Loftus, 1975)] 
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The attempts to implement semantic networks with computer 

programs led to the development of connectionist models. The key 

feature of this family of approaches is that they aim at modeling not 

only how  semantic concepts are stored, but also how they are learned, 

acquired. Generally speaking, knowledge is represented in terms of a 

set of units interconnected via weighted connections. Learning (i.e., 

adjusting the weights) can be accomplished either in a supervised or in 

an unsupervised fashion. Different architectures have been proposed, 

mostly involving a series of input, output and hidden units (i.e. the 

ones intervening between the different layers). The term feed-forward 

networks is associated with models where activation flows from input 

units to hidden units to output units. An illustrative example is the 

model proposed by Rumelhart and Todd (1993) and later developed 

by Rogers and McClelland (2004). This kind of model permits the 

observation of how concepts are re-arranged according to the semantic 

context (see Fig. 13). Models whose architecture involves feedback, 

bidirectional or recurrent connectivity as well are called dynamic 

models. In general, these kinds of models have two important 

consequences: they support the idea of a distributed semantic system 

(as already proposed by featural models); and they highlight the 

importance of simulations and correlation with behavioral evidence in 

Figure 12 Featural model by Smith and colleagues. Left: each concept is described in terms of defining (i.e., necessary and sufficient) and 
characteristic (i.e., ŀŘŘƛǘƛƻƴŀƭΣ ƻǇǘƛƻƴŀƭύ ŦŜŀǘǳǊŜǎΦ wƛƎƘǘΥ ƳǳƭǘƛŘƛƳŜƴǎƛƻƴŀƭ ǎŎŀƭƛƴƎ ƻŦ ǘƘŜ ŎŀǘŜƎƻǊȅ άƳŀƳƳŀƭǎέΦ bƻǘƛŎŜ Ƙƻǿ ǎƻƳŜ ŀƴƛƳŀƭǎ ǘŜƴŘ ǘƻ 
cluster together (e.g., sheep, cow and goat), while others appear very distant (e.g., lion and pig). The dimension lying on the X axis can be 
interpreted as size (i.e., from big to small animals), while the one on the Y axis as predacy (i.e., from dangerous to harmless animals). [figures 
adapted from (Smith et al., 1974)] 
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order to address complex phenomena such as semantic priming 

(Masson, 1995). Usually, the representational geometries that these 

models describe are organized around interpretable elements, 

encoding specific properties of the items the concepts refer to (e.g., 

the color, the shape, the size), hence the alternative name: attribute-

based models. 

 

The assumption that concepts are not represented in unitary 

nodes (as suggested by Quillian), but instead in a distributed fashion, 

is at the core of another family of models, that of distributional ones, 

also referred to as co-occurrence, or corpus-based models. Different 

alternative structures have been proposed, but they all share the 

hypothesis that semantics is learned via statistical extrapolation of 

relations among symbols during direct encounters in the linguistic 

environment. Modeling in these cases involves studying large text 

corpora, varying the kind of learning mechanisms to be used: from 

Hebbian learning to probabilistic inference. Examples include Latent 

Semantic Analyses (LAS, Landauer and Dumais, 1997) and 

Hyperspace Analogue to Language (HAL, Lund and Burgess, 1996). 

The first one, LSA, is based on the assumption that words that are 

close in meaning will co-occur in similar texts. As a first step, a 

document-term matrix is computed, describing how many times each 

concept appears in each text. Then, a low-rank approximation of such 

a matrix is computed, which can be used to assess similarities and 

relations between words, and to compare documents. The second 

approach, HAL, considers that words (e.g., "horse" and "donkey") are 

semantically related if they frequently appear in the same context (i.e., 

with the same words, e.g., "barn"), even if they never actually co-

occur (e.g., "jugs" and "butter", mediated by the food context). The 

HAL matrix representing how all the words in its lexicon are 

associated is computed, for instance, over a 10-word reading frame 

moving through a corpus of text: whenever two words are 

simultaneously in the frame, the association between them is increased 

(inversely with their distance in the frame). In these company-based 

 

Figure 13 Multidimensional scaling of the 
similarities represented by the model by 
Rogers and McClelland. The middle panel 
illustrates the similarities among items at 
the level of the Representation. The upper 
and lower panels illustrate the similarities 
at the level of Hidden Units when different 
relational context are activated: is and can 
respectively. Note, for instance, how 
different trees are well spread out in the is 
context (they are all different instances), 
while the can context collapses 
differences among the plants (all they can 
do is to grow). [figure adapted from 
(Rogers and McClelland, 2004)] 
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models, the representations (i.e., vector-spaces) express conceptual 

structure, but are otherwise devoid of content, and thus of difficult 

psychological interpretation. 

 

This, perhaps simplistic, dichotomy between cognitive 

(attribute-based, theory-driven) and computational (company-based, 

data-driven) models here presented, illustrate the divide still present in 

the current literature. On one hand, the representations characterizing 

attribute-based models are built of interpretable elements, encoding 

specific properties such as color, shape, size, etcé We will see that 

such an approach culminates with recent studies pursuing the 

identification of the neural substrate of those features (Binder et al., 

2016). On the other hand, there are those aiming at resolving semantic 

content in fully distributed models where the interpretation of the 

different emerging dimensions is rarely helpful in clarifying their 

content, while being good in predicting behavioral performance (for a 

review on the success, shortcoming and future direction of this 

approach see Pereira et al., 2016).  

 

3.2   Clinical Evidence 

In the previous section, I have mentioned one of the core 

concepts in neuropsychology, that of dissociations (in particular 

double dissociations) and the inferential power they carry. Two other 

important points should be mentioned before reviewing the clinical 

evidence on the neural substrate of semantic knowledge. As the 

inferences in neuropsychology are drawn by observing a link between 

a given cognitive impairment and a given brain damage, they can only 

be as accurate as the neuropsychological assessment conducted and 

the brain imaging results obtained. Concerning the neuropsychological 

evaluation, before ascribing the performance in one given test to a 

semantic deficit, one needs to conduct a differential diagnosis with 

respect to modality specific access deficits including (but not limited 

to): 
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¶ visual agnosia (i.e., an impairment in recognition of visually 

presented items not due to visual defects; recognition is spared 

if items are presented in another modality, for instance if 

allowed to touch them or hear the sound they produce) (Farah, 

2004); 

¶ tactile agnosia (i.e., an impairment in recognition of items 

when they can only be explored by touch) (Reed, 1996); 

¶ auditory agnosia (i.e., defective recognition of sounds that can 

be observed in different pure forms: only for speech (i.e., 

word-deafness), only for music (i.e., amusia) or only for non-

verbal sounds) (Goldstein, 1974); 

It is harder to frame semantic deficits with respect to disorders that 

affect production and/or comprehension of language, so called 

aphasias. Different aphasic syndromes have been described and only 

some of those include semantic deficits among their prominent 

symptoms. Before ascribing a given behavioral performance to a 

semantic deficit, it is important to verify that the difficulties are not 

limited to verbal material. Regarding the brain damage analyses, one 

has to pay attention to the different etiology: 

¶ focal vascular damage, usually follows ischemic strokes 

(decreased or absent circulation of blood due to a thrombus or 

embolus) and more rarely intracerebral hemorrhage (rupture or 

leak of a blood vessel). These events are more frequent close to 

big brain vessels such as the Middle Cerebral Artery (for a map of 

the distribution of MCA infarcts (Phan et al., 2005). The onset of 

the symptoms is abrupt and recovery of the affected cognitive 

function will depend, among other factors, on the extension of the 

resulting brain damage (once all possible medical procedures have 

been applied).  

¶ progressive degenerations, due to viruses (Whitley and Gnann, 

2002) or proteopathies (Walker and LeVine, 2000), tend to 

develop from specific locations (made vulnerable by particular 

anatomical and genetic factors) and then spread to neighboring 
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Figure 14 Pattern of atrophy in the three variant of PPA. The SD 
variant shows atrophy spreading posteriorly from the anterior 
temporal pole (in green). The nfvPPA atrophy appears to be confined 
to the lower and posterior part of the frontal lobe (in red). The lPPA is 
associated with atrophy in superior and posterior portions of the 
temporal lobe and inferior anterior portions of the parietal lobe (in 
blue).  

 

regions. As the degeneration progresses gradually, possible 

compensatory mechanisms can come into play at the neural level, 

as well as at the behavioral one. Timing of the assessment is 

crucial: early signs can be missed while patients in advanced 

stages can be too compromised to be tested.  

 

To expand further the interplay of neuropsychology and neuroimaging 

is beyond the scope of the present work, however for a review of the 

current challenges faced by clinical and cognitive neuropsychology, 

please see recent review by Price and colleagues (2016).  

 

I have already mentioned that a specific 

neurodegenerative disorder, semantic dementia (SD), 

has provided researchers with crucial evidence on 

the neural substrate of semantic memory. SD is a 

member of a family of degenerative disorders called 

Fronto-Temporal Lobar Degeneration (FTLD, 

Agosta et al., 2015) that has three clinical 

manifestations affecting motility (includes: motor 

neuron disease, corticobasal degeneration, and 

progressive supra-nuclear palsy), behavior (called 

behavioral variant of frontotemporal dementia, 

bvFTD) or language (called primary progressive 

aphasia, PPA). This latter case includes three variants dissociated not 

only at the clinical level, but also at the anatomical one (GornoȤ

Tempini et al., 2004; Gorno-Tempini et al., 2011; Vandenberghe, 

2016) (see Fig. 14): a nonfluent variant (nfvPPA), characterized by 

apraxia of speech (i.e., motor speech disorder) and deficits in 

processing complex syntax;  a logopenic variant (lPPA), showing slow 

speech and impaired syntactic comprehension and naming; and a 

semantic one (SD). SD is considered a presenile disorder - i.e., the 

patients are relatively young at the onset, typically between the ages of 

50 and 70 years. About two-third of the cases are associated with 

ubiquitin pathology (Grossman, 2010). 
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Clinical manifestations include fluent speech (it might be very 

difficult for caregivers to realize they are witnessing a language 

disorder) in presence of semantic memory deficits. The key initial 

feature is a reduction of expressive and receptive vocabulary, often 

manifested by anomia embedded in sentences with normal 

phonological, grammatical and syntactical features (see Fig. 15). The 

semantic nature of the deficit is highlighted by the fact that conceptual 

knowledge appears compromised even in tasks that do not require 

verbal communication, for instance simple object use (Hodges et al., 

2000), and item identification based on smell (Luzzi et al., 2007), 

sound (Bozeat et al., 2000) or taste (Piwnica-Worms et al., 2010).  The 

deficits not only involve all modalities, but also all concepts, with the 

exception of basic numerical ones (Cappelletti et al., 2001). Three 

aspects of stimuli and task influence SD patientsô performance: 

familiarity with a given item (the more, the better), typicality of such 

an item within a domain (e.g., for 

the category of wind instruments, 

flute would be more resistant to 

damage than ocarine), and 

specificity (performance decreases 

when a high level of specificity is 

required, e.g., distinguishing 

between comté and beaufort ï 

both french cheese) (Lambon 

Ralph et al., 2016). 

 

 

 

 

 

 

 

 
Figure 15 Examples of verbal testing of SD patients. The results of a naming task (i.e., patients are presented with printed pictures and 
asked to name the item in it) exemplify the progressive loss of conceptual knowledge (a). Similarly, when asked to define a given concept, 
patients can produce grammatically correct sentences, but are unable to provide a proper description (b).   
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In vivo anatomical imaging has revealed fronto-temporal atrophy 

starting from the anterior temporal lobe and then progressively 

spreading posteriorly towards the parietal lobe (Galton et al., 2001; 

Rosen et al., 2002; Davies et al., 2006; Brambati et al., 2009), 

confirmed by post-mortem pathological findings (Davies et al., 2005) 

(see Fig. 16). Converging findings come from the analyses of white 

matter abnormalities (Agosta et al., 2009; Galantucci et al., 2011). SD 

patients show alteration, as compared to a control group, in all metrics 

(i.e., mean fractional anisotropy, axial, radial and mean diffusivities). 

In particular, they present a dysfunction of the ventral language 

system (i.e., a severe involvement of the uncinate fasciculus and of the 

inferior longitudinal fasciculus, especially the anterior portion 

bilaterally and the left middle section), with relative sparing of the 

dorsal network (i.e. the parietofrontal components of the superior 

longitudinal fasciculus are relatively spared). All tracts encompassing 

the temporal lobe are vastly damaged, including the left arcuate. 

Along the inferior longitudinal fasciculus, DTI changes decrease in 

severity from anterior to posterior regions. Finally, the atrophy 

observed with MRI is also supported  by the evidence of anterior 

temporal hypometabolism as observed with positron emission 

tomography (PET) (Diehl et al., 2004; Nestor et al., 2006; Desgranges 

et al., 2007). Overall, this evidence suggests a major role of the 

anterior temporal lobe in the processing and storage of semantic 

knowledge. 

Another set of patients has greatly contributed to the study of 

semantic memory: those suffering from herpes simplex virus 

encephalitis (or HSVE), a viral infection of the central nervous system 

with a predilection for temporal lobe involvement (Whitley and 

Gnann, 2002) (see Fig. 17). It is commonly associated with severe 

amnesia, naming difficulties and disexecutive symptoms (Kapur, 

1994), however, it is important to point out that the diagnosis is based 

on positive virology irrespective of the cognitive profile. HSVE 

patients often show category-specific semantic deficits: performance 

appears to be disrupted for living things, spared for non-living items 

 

Figure 16 Semantic Dementia. The 
atrophy of the temporal pole 
involves both hemispheres, but is 
prevalent on the left side.  

 

 

 

 

 

 

Figure 17 Herpes Symplex 
Enchephalities. Bilateral atrophy of 
the temporal poles is clearly visible.  




























































































































































































































































































































































































































































































































































































