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Abstract. The concepts of order and randomness are crucial to understand
‘living systems’ structural and dynamical rules. In the history of biology, they
lay behind the everlasting debate on the relative roles of chance and deter-
minism in evolution. Jacques Monod [1970] built a theory where chance
(randomness) and determinism (order) were considered as two complemen-
tary aspects of life. In the present paper, we will give an up to date version of
the problem going beyond the dichotomy between chance and determinism.
To this end, we will first see how the view on living systems has evolved from
the mechanistic one of the 19th century to the one stemming from the most
recent literature, where they emerge as complex systems continuously evolving
through multiple interactions among their components and with the sur-
rounding environment. We will then report on the ever increasing evidence
of “friendly” co-existence in living beings between a number of “variability
generators”, fixed by evolution, and the “spontaneous order” derived from
interactions between components. We will propose that the “disorder” gener-
ated is “benevolent” because it allows living systems to rapidly adapt to
changes in the environment by continuously changing, while keeping their
internal harmony.
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1. INTRODUCTION

All through the history of Biology one of the most relevant
sources of discussion has been the debate on the relative impact on
living systems of chance and necessity. In this paper we shall pro-
pose a new vision of this critical dilemma derived from an up to
date conception of the peculiar features of the “living state of
matter”. For this purpose we shall start by better defining the
meaning, in living systems, of the two apparently opposite con-
cepts.

At variance with non living systems, living ones can be consid-
ered as “individuals”, as it is always possible to distinguish in them
the “internal” from the “external”.

All biological systems are composed of a number of elements,
often compartmentalized and connected to one another, isolated
from the exterior by some membrane, but continuously exchang-
ing energy and matter with the environment. In the case of ecosys-
tems, they are not limited by physical barriers but by the connec-
tions between different organisms. In other words all connected
components belong to one system, organisms coming from “out-
side” being defined as invasive individuals and species.

Components within individual living systems (molecules, cells,
organisms, populations, species, ecosystems) can assume a number
of configurations.

The level of “order” of a system can be measured through the
evaluation of the number of possible configurations and of their
relative probabilities. Within this frame, only one configuration is
allowed in wholly ordered system, maximum disorder being reached
when all possible configurations have the same probability to oc-
cur. The most direct way to measure the level of constraints to
randomness consists in estimating the ratio between maximum
entropy corresponding to equi-probable configurations (total en-
tropy according to Atlan [1979]) and the entropy observed in the
systems under study (the observed entropy of Atlan). An observed
entropy significantly lower than the maximum entropy signals that
the different components of the system are correlated one with
each other, i.e. there is a significant amount of constraints to ran-
domness.



31Chance vs. Necessity in Living Systems

 What is the role of order and randomness in the evolution of
living systems? What is the functional meaning of constraints to
randomness in the continuous fight for the permanence in the
“living state of matter” (as previously defined in Buiatti [2000];
Buiatti et al. [2004]; Buiatti and Buiatti [2004])? These questions
have always been at the core of biology, and since we, the humans,
are indeed living systems, they have always had an impact on our
general conception of life and of ourselves. This has provoked a
permanent and often misleading interaction between science and
ideology. On one hand biological data have been often used to
support ideological concepts and socio-political choices. On the
other, scientists have been themselves unconsciously influenced by
the changing “spirit of times” (“ZeitGeist”) acting as a filter or as
a pair of eyeglasses to be used when observing nature.

For a long time, the “spirit of times”, influenced by the indus-
trial revolutions and a dominating deterministic ideology, has
pushed for the attribution of a positive “value” only to constraints
and “rules” or, in other terms to “seeds of order”, considering vari-
ability as disturbing noise. This has led to a rather unfortunate bias
in the discussion on the significance of randomness in life, often
reduced to an irrational fight over a supposed order/disorder anti-
nomy.

In this paper, we shall try to overcome this historical antinomy
by showing that living systems are endowed both with ordered
features and a relevant amount of plasticity (disorder), and that
both components are fundamental for living systems to adapt to
the surrounding environment. To this aim, we will focus in the
first place on DNA, the hereditary material and therefore the “liv-
ing memory” of biological dynamics.

We will first start with a brief overview of the history of the
discussion on the order/disorder antinomy since the discovery of
heredity laws by Mendel to our days. We will then propose a “so-
lution” to this antinomy, based on the increasing experimental
evidence of “friendly” co-existence in living systems between a
number of “variability generators”, fixed by evolution, and the
“spontaneous order” derived from interactions between compo-
nents.
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2. A HISTORICAL REVIEW

OF THE ORDER/RANDOMNESS DEBATE

1. From Mendel to the “Central Dogma of Molecular Genetics”

The relative contribution of order to the organization of living
systems has been for the aforementioned reason the object of a
long lasting debate particularly since the beginning of the indus-
trial revolution and the explosion of “modern” science. The tem-
poral connection between these two events should not be consid-
ered a mere coincidence. Human artifacts and particularly “ma-
chines” (the products of industry), are highly ordered systems, as
their components can only assume the configuration allowed by
the human project following which they have been constructed.
Moreover, machines are an ordered assemblage of independent
components in the sense that the removal of one of them does not
have any effect on the structure and function of the others. In
other words, a part of the machine as for instance a wheel in a car
is exactly the same when assembled with the other components as
it is before the assemblage. The situation is obviously different in
the case of living systems where all components are parts of net-
works where the extent of non additive interactions depends, as we
shall see later, on the number and the weight of links between any
given part and the others. Now, one of the basic methodological
innovations of “modern” science has been the simplification of a
complex system into its components to be studied one by one,
with the aim of obtaining the knowledge of the whole system
through the mere assemblage of the information thus gained. The
application of the method of “reduction” of the knowledge of a
whole to that of its components has been successfully applied to
non living systems since the 18th century in Physics and Chemistry
but was officially introduced in Biology only in the second half of
the 19th century when the “Manifesto of medical materialists” was
published (1848) by a group whose leaders were Von Helmholtz,
Du Bois Raymond, Brücke. The rational basis of the extension to
life of the use of the reductionist method has been, coherently
with the modern “spirit of time”, the principle of substantial equiva-
lence of living and non living system. This principle implies that
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the laws of physics and chemistry are necessary and sufficient for
the total understanding of living systems which may therefore be
considered essentially as “living machines”. It is implicit in this
conception that Biology students should, whenever possible, dis-
sect the systems to be investigated into components and analyze
them, eventually aiming, as physicists and chemists, at the devel-
opment of mathematical hopefully “universal” laws. The mathemati-
zation of life becomes therefore the ultimate goal of Biology as it
had already happened since a long time in the case of other disci-
plines.

Now, in many cases mathematization of natural systems laws,
has been developed with the aim of predicting system dynamics,
an extremely useful exercise for humans, whose adaptation strategy
is largely based on the modification of nature possibly without
unwanted and unpredicted “collateral effects”. Given the self-re-
productive capacity of living systems, long term prediction can
only be achieved through the discovery of mathematical laws of
heritability. Certainly this has not been the conscious aim of Gregor
Mendel when he started his experiments with peas. However, he
was a physicist, studied in Wien and had some loose but relevant
relationships with some of the founders of reductionism in Biol-
ogy. With that cultural background (Orel [1983]), he decided to
analyze in peas the behavior of single characters discrete variants
(red or white color of the flower, rough or smooth seeds etc.), this
being the best way to obtain the numerical ratios of the variants
themselves appearing in subsequent generations of self-fertilization
of a cross between “pure lines”. These numbers may then open the
way to the mathematization in probabilistic terms of heritable
processes. The results obtained were perfectly adequate to Men-
del’s expectations and seemed to confirm also in the field of hered-
ity the high heuristic power of the reductionist method. Mendel
unfortunately never realized the real relevance of his data. The rea-
son for his lack of understanding of the value of his own work was
again his training as a physicist inducing him to look for universal
mathematical laws, thus underestimating the complexity of his
object of study. With the aim of understanding whether the laws
developed for peas could be applied to other organisms and not
being a biologist, Mendel submitted his results to the critical re-
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view of a famous botanist of his period, von Naegeli. The answer
of the “referee” was moderately positive but he suggested repeating
the experiment on a plant different from the pea. Unfortunately
von Naegeli was not aware of the fact that the plant proposed for
the new experiments (Hyeracium) is not endowed with sexual re-
production. Therefore Mendel failed to obtain the same results
found in the previous experiments, considered them as essentially
irrelevant and unfortunately never got to know that he had started
one of the most important revolutions ever happened in Biology.
For this reason Mendel completely abandoned his studies of he-
redity and worked for the rest of his life on the behavior of bees
and on the mathematical laws of winds dynamics, as can be found
written on his grave. Mendel’s work, although known to a fair
number of scientists, was only reconsidered at the beginning of the
twentieth century, his “laws” being confirmed almost at the same
time by three biologists, a Dutch (Hugo De Vries), a German aris-
tocrat living in the Austrian empire (Erich Tschermak von Seis-
senegg) and a Belgian (Carl Correns).

Let us now discuss with a little more detail the main concepts
developed by the Moravian scientist. According to Mendel’s re-
sults, heredity is controlled by discrete factors (“anlage”) present
each in two copies in every individual heritable complex. Due to
what De Vries later called “mutations”, two or more discrete vari-
ants (“alleles”) of each factor can be found in each population and
species. Alleles can be “dominant” or recessive and individuals
“homozygotes” (bearing two copies of only one allele) or “hetero-
zygotes” (with one copy of two alleles). As every factor (“gene”)
was thought to carry, in a wholly deterministic way, the informa-
tion for one character, the genotype (the assemblage of the alleles
and genes) of an organism would dictate without ambiguity the
corresponding phenotype.

Now, if we call “A” the dominant allele of one character (for
instance the red color of a flower) and “a” the recessive allele of
the same gene (for instance white), a heterozygous genotype would
be Aa, the two homozygous ones being AA and aa. For reproduc-
tion the organisms produce “gametes” (spermatozoa if males and
ovules if females in animals) containing now only one copy of
every gene and therefore only one allele. The ovules of heterozy-
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gote individuals may then be either A or a and the same would
hold true for the spermatozoa of a male. At fertilization one sperm
and one ovule would meet and give rise to the “zygote” from
which one member of the progeny would develop. Then, without
interferences by other factors, the probability of a sperm or an
ovule from our heterozygote containing A or a being the same
(50%), the probabilities of the three possible genotypes of progeny
members (AA, Aa, aa) would be respectively 1/4; 2/4; 1/4. Pheno-
types, accordingly, given the dominance rule, will be then, in our
case 3/4 dominant (red) and 1/4 recessive (white). Summarizing
those results, the distribution of alleles to the progeny is for
Mendel completely random, the phenotypes of each individual of
the new generation being univocally determined by the randomly
acquired genotypes. To be more precise, every individual of a spe-
cies has the same gene complement (the same “functions”) al-
though in different variants (every pea has a flower color, white or
red), random assortment referring to the alleles, that is to gene
variants. In other words, the genetic complement of one individual
is for Mendel and his followers, as envisaged by Ernst Mayr, like a
“bean bag” (Mayr [1982]) from which alleles are randomly chosen
and consequently an organism is supposed to be like a machine
determined by one of the many equi-probable combinations of the
“bean” variants deriving from parental genotypes.

It is also noteworthy that the alleles whose distributions have
been analyzed by Mendel and the Mendelians had on purpose
been chosen to be discrete (red or white, rough or smooth etc.) for
the simple reason that discrete objects are easy to count in subse-
quent generations. Therefore all results and the derived theories
did not take into account the possible existence of genes control-
ling quantitative characters showing a continuous distribution of
values like for instance weight, height, length etc. This fact started
a very harsh debate in the early years of the twentieth century be-
tween the Mendelians and the school of a British statistician, the
Darwin relative Sir Francis Galton, an orthodox Darwinian and a
student of quantitative characters. The debate was particularly
centered on the relevance of Mendelian results for the understand-
ing of evolution, the Galtonians strongly supporting the Darwin-
ian view of evolution as a continuous process. The only compre-
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hensive theory opposed to the Galtonian view was proposed by
one of the “discoverers” of Mendel’s work at the beginning of the
twentieth century, Hugo De Vries, in his two-volume treatise, Die
Mutations Theorie, first published in 1902. In his masterpiece he
was the first to confirm in a large number of experiments Mendel’s
data and to extrapolate from them in a clear way the two concepts
of major relevance for evolutionary dynamics of the Mendelian
view, namely randomness and discreteness. He however, integrated
Mendel’s view with the new concept of “mutation” defined as a
discrete “jump” from one allele to another.

According to De Vries, mutations were totally random events
occurring all with the same frequency in time. Evolution therefore
would derive from the linear accumulation of mutations with time
without any interference of the environment. De Vries even wrote
a simple linear regression function correlating mutation numbers
with time, thus extending to evolution the mathematization
started by Mendel with his probabilistic treatment of genes and
characters behavior throughout generations. Evolutionary dynam-
ics was then characterized as a cyclic occurrence of total “disorder”
(maximum entropy) due to the random assortment of alleles in
gamete production and fertilization followed by total order, the
development during life cycles. Development was envisaged as a
unique path of configurations changing from birth to death, com-
pletely determined “a priori” by the genotype. In synthesis, life
processes were thought to be controlled by a blind “bricoleur”
(Jacob [1970]) giving rise to random changes in otherwise deter-
ministic machines.

This vision was in open contradiction with Darwin’s concep-
tion which attributed evolution to three interacting factors: envi-
ronment controlled selection, use and disuse of organs and corre-
lated variation. This last factor introduced the very interesting
concept of constraints to randomness deriving from the interac-
tion between the parts of an organism and from the “rules” needed
for the maintenance of a sufficient level of dynamic harmony be-
tween components. According to this concept, clearly stated by
Darwin but not by neo-Darwinians, only mutations coherent with
the desired amount of harmony would be compatible with life and
therefore fixed by selection. The author of the “Origin”, wrote in
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1876 in “Variation in animals and plants under domestication”:

Although every variation is directly or indirectly caused by
changes in external conditions, we should never forget that the
nature of the organization on which we act is by far the most
important factor influencing the result.

The Mendelian-Galtonian controversy on the two sets of oppo-
site concepts chance/necessity and continuous/discrete was solved
few decades after its inception, when a compromise was attempted
by the “Modern synthesis” as it was defined in the forties of the
twentieth century by Julian Huxley [1942]. In this theory, only
one of the Darwinian factors of evolutionary dynamics was re-in-
troduced, namely natural selection. According to the neo-Dar-
winists, selection operates on single genes and alleles, still believed
to be as independent as Mayr’s beans in a bag, the “best” alleles
being chosen out of those present in a population. The choice is
based on the relative reproductive capacity conferred to individuals
by the different alleles. The reproductive capacity (average progeny
size of individuals carrying a given allele) is called “fitness” and
used as the only parameter for the evaluation of the level of adap-
tation. To take a classical example, in a population where the three
possible genotypes (AA, Aa, aa) are present, phenotypes are either
A or a due to the presence of dominance and, at least in the clas-
sical version of the theory where interaction between alleles was
not taken into consideration, the fitness of all individuals with A
phenotype is in principle supposed to be the same, and different
from those with phenotype a. Starting from a very simple equation
written by Hardy and Weinberg at the beginning of the twentieth
century, describing the probabilities of the three genotypes in the
absence of all possible factors interfering with reproduction in the
so-called “equilibrium population”, genotype frequencies in subse-
quent generations can be predicted once allele fitness values have
been calculated. In this operation the environment is implicitly
taken to be constant and to have therefore the same effect on se-
lective levels throughout generations. Although fitness values are
quantitative and the fitness function is implicitly assumed to be
continuous with time, the effect of environment is wholly deter-
ministic as fitness values are constant in time for each allele, the
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phenotype being considered simply as a carrier, irrelevant for evo-
lution. Implicit in this extreme view clearly stated in Fisher’s “The
genetic theory of selection”, is the Mendelian principle of lack of
“ambiguity” in the passage from gene to character. Again, as all
calculations are carried out on single genes and the results extrapo-
lated to the whole genotype, this is considered as an assemblage of
independent particles, the Mendelian factors.

However, while selection is thought to be essentially determin-
istic, neo-Darwinism envisages the presence of two other factors of
allele frequency changes due to pure random events. The first is
mutation, defined as the change of A into a and of a into A, in an
updated version of Hugo de Vries’s concepts. Obviously, muta-
tions will only modify gene frequencies if the probabilities of the
two possible changes are different. The second purely random fac-
tor, called random drift, is essentially based on the occurrence of
“sampling errors” in the relative proportions of alleles throughout
generations. Let us take the simplest example of this process,
namely the so-called “founder effect” or “migration”. Suppose we
analyze the behavior of a butterfly population where wing color is
controlled by one gene and two alleles (A = red, a = white). Sup-
pose furthermore that allele frequencies in the home area of this
species where one million butterflies live, is 0.2 for A and, conse-
quently 0.8 for a. Now, let’s imagine that a very small group of 10
butterflies migrates into an island where no individual inter-fertile
with our species exists. As every butterfly has two copies of the
gene for wing color, they have all together 20 alleles. Relative
numbers of A and a, to repeat the situation present in the home
area, should then be 16a vs. 4A. This however happens only in
theory, and only if allele frequencies in the original one million
individuals population have been maintained in the migrant
group. The probability to obtain the same result in the colonized
island, however is very low as, due to the small dimensions of the
migrant sample, small random deviations from the base value will
significantly change future allele frequencies. Therefore, the gen-
eral neo-Darwinian conception of evolution was based on stochastic
determinism, mutations and random drift being fully stochastic
processes, development during single life cycles being solely deter-
mined by heritable information.
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Surprisingly, although all this evidence suggested that living
systems were controlled by key heritable factors, the critical ques-
tion of their material nature was not asked by geneticists. It was a
physicist instead, Erwin Schrödinger, who, extremely intrigued by
the results obtained by the newly born discipline of Genetics, set
the ground for a new theory of life in a short series of lectures,
assembled in a famous book by the exciting title What is life? pub-
lished in 1942.

Being a physicist, Schrödinger tried to find analogies between
his discipline and modern Biology. Within this frame, he assimi-
lated the random mutation events to quantum jumps and at the
same time offered a far-sighted explanation of the extraordinary
level of complexity and order of an organism developing from a
single and apparently simple object like a fertilized egg, using for
its “organization” “disordered” matter. It was Schrödinger who
proposed that living systems were able to absorb what he called
“negative entropy”, “extracting” it from the environment through
the exchange of the molecules of food and energy used in metabo-
lism. This way entropy (disorder) would only locally be main-
tained low, at the expenses of the context where, according to the
second principle of thermodynamics, entropy would be still stead-
ily increasing.

According to Schrödinger the whole process of the reproduc-
tion of the ordered organization of life (“order from order” as he
wrote) had to be controlled by an “a-periodic crystal”, the heredi-
tary material, capable of self reproduction and liable to change
with a low frequency due to quantum “jumps”. The control would
be achieved through a “code”, a term with which Schrödinger in-
troduced the concept of “genetic code”, the basis of the “informa-
tional theory of life” (Buiatti [1998]) which has been dominating
Biology ever since.

As Schrödinger wrote:

The chromosomes, or probably only a fiber giving the fundamen-
tal backbone of what we see under the microscope as a chromo-
some, are the elements containing in a sort of encrypted code the
entire design of the future development of the individual and of
its functions at maturity………When we compare the chromo-
some fiber structures to a coded text, we mean that the universal
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mind mentioned by Laplace, to which every casual connection is
immediately known, could tell from those structures whether the
egg will develop, in given conditions, into a black cock or a freck-
led one, a fly, a corn plant, a beetle. …… The expression “code
text” has, alone, a too narrow meaning. Chromosome structures
are, at the same time, the tools used to achieve the development
of which they are symbols. They are coded laws with extensive
power or, to use a different metaphor, they are the project archi-
tect and at the same time skilled builders.

For Schrödinger, the unique nature of life, different from other
physical systems, is defined by the “order from order” process,
deterministic and based on the instruction contained in the “a-
periodic solid”.

As he says:

The physicist knows that the laws of classical physics have been
modified by quantum theory particularly at low temperatures.
There are many examples of this fact. Life seems to be governed
by a behavior of matter, ordered and controlled by exact laws, not
based only on its tendency to go from order to disorder but, par-
tially, on the conservation of order.

So far Schrödinger, who left to “biochemists” and other biolo-
gists the job of the isolation of the “aperiodic crystal” and of un-
derstanding the processes leading to the absorption of “negative
entropy” (of order).

We have been discussing and quoting at length Schrödinger
because his thoughts had and still have a relevant influence on
Biology. Three main concepts, proposed by Schrödinger, have in
fact dominated modern Biology for many decades. The first is the
relevance of order in living systems. In Schrödinger’s theory, an
essentially negative meaning had been attributed to randomness as
in the case of mutations, whose frequency, according to Schrödin-
ger himself, has to be maintained low to avoid a too high level of
instability of the systems. This concept of a negative value of vari-
ation, present in Mendelian genetics as in the neo-Darwinian
“Modern synthesis”, is fully coherent with the double helix unique
structure of DNA called later the “fundamental invariant” by
Jacques Monod, representing the transmissible key molecule of life
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“necessity”. Also in Monod’s book, probably the most complete
“modern synthesis” of molecular genetics, chance (randomness,
noise) was attributed only to mutations, in general rather rare and
with negative effects, and to the assortment of alleles at reproduc-
tion as foreseen by the Mendelians. The two other concepts which
changed Biology have been the notions of “code” and “informa-
tion”, both related to DNA sequences, whose knowledge should
allow the complete prediction of the phenotype. From this con-
ceptual “corpus” the “informational metaphor” (Buiatti [1998a,
b]; Gagliasso [2000]) and the “reductionist ideology” were later
derived (Buiatti [2004]).

The apex of the success of this very powerful theoretical system
can be considered to have been reached by the proposal of the so
called “Central dogma of molecular genetics” describing the flow
of the information needed for the self construction of organisms,
from DNA to characters. This flow, neatly described in a paper in
Nature by Francis Crick [1958], is considered to be devoid of mis-
takes and ambiguity and thought to proceed from DNA to a simi-
lar molecule, the RNA, through direct transcription, both being
nucleic acids using a four letter (A, T, G, C) code organized into
triplets. The message is then “translated” into proteins, molecules
“written” using a 20 letter code of amino-acids. The translation
uses 61 out of the available 64 triplet combinations of DNA let-
ters, the remaining three being used as “stop” signals for reading.
The fact that the code has been deciphered three years after the
“Central dogma” does not change the value of that proposal but,
rather, helps understanding how it works.

It is worth noting here that not all the concepts contained in
Schrödinger’s theory necessarily lead to a deterministic view of the
“living state of matter”. Particularly, negentropy by itself does not
imply any choice between total order and disorder.

This concept has been utilized by whole sectors of interdiscipli-
nary studies involving at the same time physicists and biologists,
and has opened the way to a series of significant achievements in
the understanding of self-organization processes of “out of equilib-
rium systems”, both living and not living (see Nicolis and Prigo-
gine [1977], Buiatti [2000], Kauffman [1995], Strogatz [2003]).
This is the area of investigation of contemporary non linear Phys-
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ics whose influence on Biology will be the subject of our next
paragraphs. Another difference between Schrödinger’s view and
Modern Biology is his firm opinion that living systems, although
obeying the general laws of Physics, are also regulated by some
specific biological laws like those related with the “order from or-
der” and negative entropy dynamics concepts. This is the reason
why he was also aware that Physics and Chemistry alone would
not be able to completely explain the behavior and dynamics of
life, thus implicitly suggesting the existence of a “living state of
matter” (Buiatti [2001], Buiatti and Buiatti [2004], Buiatti et al.
[2004]).

2. The “Phenotype Paradigm” and the Theoretical Challenge to the
Chance/necessity Antinomy

As mentioned before, classical neo-Darwinists and the molecu-
lar biologists of the central dogma attributed only a minor role, in
the history of organisms, to adaptation during their life cycles.
The rationale behind the conceptual removal of any role of the
phenotype in evolution was based on the concepts of gene inde-
pendence and lack of ambiguity as stated in the central dogma,
both implying the view of the phenotype itself as a single, unam-
biguous product, of genotype reading without any influence of the
external and internal contexts. It is worth reminding that most of
the often complex mathematical treatments of population dynam-
ics have been based on the analysis and simulations of changes of
frequencies of single gene alleles, consequent rules and “laws” de-
riving from the extrapolation to whole genomes, envisaged as re-
sulting from the sum of heritable components. Although, however,
the conception represented by the Central Dogma has been largely
prevalent in the twentieth century, the premises for the future,
dramatic changes occurred in the last twenty years in contempo-
rary Biology, were set by a number of scientists already in the days
when the “Modern synthesis” was built, and a new vision of the
living state of matter, although often disregarded, was developed.

The first field in which a role of environmental effects and gene
interactions has been introduced and discussed is a nowadays al-
most forgotten “sub-discipline” of population genetics, quantita-
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tive genetics, initially based on the discovery of poly-gene systems
controlling quantitative characters by Johannsen and Nilsson-Ehle.
More or less in the same years when the general neo-Darwinist
theory was developed essentially by three geneticists (J.B.S. Hal-
dane, R.A. Fisher, S. Wright), a solution was also formulated for
the other aspect of the Darwinian-Mendelian controversy, the dis-
crete vs. continuous problem. The compromise was reached when
Nilsson-Ehle [1908], working on a quantitative character in barley
(seed color), demonstrated that a continuous distribution of color
intensities in a plant population could be explained with the segre-
gation of a number of Mendelian genes, all giving a positive or
negative quantitative contribution to the chosen character. Color
expression according to this hypothesis was determined by the
numbers of “colored” alleles present in each genotype in a linear
fashion. At the beginning of the new discipline, quantitative ge-
netics, it looked as genetic determinism had won another key bat-
tle and that life remained, as in the early years of the century,
mechanistic and controlled by chance and necessity. It is worth
noting here that the success of quantitative genetics was due main-
ly to the need of new biometrical methods for the prediction of
the effects of intra-specific crossing and artificial selection in do-
mestic animals and plants for productive reasons. Inevitably how-
ever, this goal directed the interest of geneticists to the phenotype
and its dynamics during life cycles. The experimental observation
of the dynamics of production relevant characters in subsequent
generations showed that the prediction of phenotype productivity
of individuals on the basis of the performances of the parents was
not reliable as expected due to the effects of the environment. This
observation led to the development of a statistical parameter called
“heritability” used to estimate the relative impact of genetic vari-
ability on phenotypic variation. This parameter, generally based
on the use of a hierarchical analysis of variance as well as on par-
ent-offspring regressions and correlations, was found to provide a
good index of predictability of the phenotypic outcome of geno-
types. Conceptually, all this means that single genotypes may lead
to more phenotypes each moving during its life along a path, de-
pendent on the environment and its modifications, within a phase-
space whose limits are set by the genotype and its plasticity (capac-
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ity of phenotypic change).
It was also from the genetics of quantitative characters that

emerged another relevant concept, a new version of the Darwinian
correlated variation.

The Darwinian need, for adaptation and survival, of a certain
level of harmony between the parts of an organism, was proposed
again by quantitative geneticists when they found out that in
many cases selection for one character (for instance meat produc-
tion in cows) would have negative effects on another (milk pro-
duction) while in others the interaction was found to be positive.
Fine statistical tools were therefore developed by breeders to meas-
ure the relative impact of genotype on correlations allowing modu-
lation of selection pressure to avoid negative side effects and effi-
ciently exploit positive ones.

While the interactions between parts of a living network and
between a living system and the environment were the main dis-
coveries of quantitative genetics, the relevance of non additive in-
teraction between alleles was introduced by the observation in
maize and, later on, in other out-crossing plants and in animals,
that individual “vigor” was highly enhanced in heterozygous or-
ganisms derived from crosses between highly homozygous parental
lines. The phenomenon was called “heterosis” and its discovery led
to an abrupt change in plant and animal breeding methodologies
until then aiming at the development through selection of “opti-
mal”, highly homozygous individuals putatively containing in a
“pure” state the “good” alleles. It was the complete failure of a se-
lection program based on self-fertilization in maize that showed
the need to maintain high heterozygosity levels for the improve-
ment of production. Seen with contemporary eyes, this has prob-
ably been the first observation of a positive value of variability.
The concept was further supported by the innovative work by
Michael Lerner [1954], one of the most prominent scientists of
neo-Darwinism but also involved in animal breeding, who showed
that hybrid individuals were more stable, during their life cycles,
than the more homozygous counterparts. This result was inter-
preted by Lerner in his book Genetic Homeostasis [1954] as due to
a sort of “buffering capacity” of variability at the gene level
favoring individuals carrying different alleles in a relevant number
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of genes. In other words, the presence of two different forms of a
gene would increase the homeostatic capacity of individuals
thereby enhancing their phenotypic vigor and fitness. As, obvi-
ously, in a given population heterozygosity would be higher in the
presence of a high general level of genetic variation, the natural
extension of the new concept to evolution would lead to the sug-
gestion of a positive value for high variability also at that level.
The concept of “Genetic homeostasis”, the term coined by Lerner
for this process, has later been one of the ground tenets which in-
duced a number of scientists like Richard Lewontin [1972] to in-
troduce the concept of “balanced selection” in Population Genet-
ics emphasizing the positive value of high amounts of genetic vari-
ability. This particular development, took place almost twenty
years later of Lerner’s initial work and was also supported by a
large number of experimental data obtained with new biochemical
methods of protein analysis contradicting the classical neo-Dar-
winist hypothesis. According to that conception, natural selection
should lead to highly homozygous genotypes containing only the
“optimal” allele. Therefore, one would expect to find in present
day species, coming from million years of natural selection, a very
low remaining genetic variability. The opposite was found to be
true with the new methods as most enzymes were found to be
present in the same organism in more than one form. Lewontin
and his followers interpreted this result as deriving from positive
interactions between alleles giving a selective advantage to indi-
viduals carrying both of them, homozygotes for each allele show-
ing a lower fitness. The concept of interaction had been extended
to whole genotypes by Sewall Wright, one of the founders of neo-
Darwinism, who, in a famous debate with R.A. Fisher, proposed
them as the unit of selection, clearly stating that fitness values can-
not be calculated on single genes as they derive from the effect of
the non additive combination of many if not all the genes of a
genotype. He then coined the term “genetic landscape” whose
graphic representation was an artificial landscape (a phase space)
with fitness values attributed to each of the many possible gene
combinations. In such a landscape, more than one combination
can be optimal in terms of fitness, and the value of this parameter
changes according to the environmental context.
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A completely different explanation of the unpredicted high ge-
netic variability in populations was offered by a group of Japanese
workers led by M. Kimura [1961]. The Japanese interpreted the
high variability observed as being due to the lack of selective forces
acting on a complex set of completely “neutral” variants. The
Japanese “Neutral theory of Evolution” was a new version of the
previously discussed “Mutation theory” of H. de Vries, as Kimura
and his followers, at least in their first period of work, envisaged
again evolution as strictly happening only through mutation and
random drift. The role of the phenotype in this case was not con-
sidered, organisms being fully determined by independent genes
once they had been randomly assorted. Needless to say, Kimura’s
theory was in open contradiction with the aforementioned data of
quantitative genetics, not only for what regards the roles of envi-
ronment, phenotypic variation and selection, but for the refusal of
the concept of interaction itself.

Probably the single person who better described and discussed
the living systems as being in a state somewhat intermediate be-
tween order and variation has been Conrad Hal Waddington. He
was an embryologist by formation, with a strong theoretical ten-
dency and interest in mathematics as a source of tools for the de-
scription and interpretation of living systems. In the period 1940-
1975, when, due to the successful use of the reductionist method
and to the fast improvement of experimental tools, the pace of
accumulation of analytical data had become very fast, he proposed
what he called (Waddington [1959]) the foundation of “synthetic
Biology” aiming at developing “a coherent intellectual picture of
the whole kingdom of life”.

The most relevant achievements of Waddington’s synthetic
Biology program are the results of a series of interdisciplinary
meetings which produced four volumes by the title “Towards a
theoretical biology” from 1969 to 1972. Many of the concepts and
ideas in Biology proposed at that time were anticipatory of the
discoveries of the last fifteen years or so and resulted from intense
and fruitful collaboration and discussions between geneticists,
physicists, embryologists, and mathematicians. It was through
these discussions that Waddington developed what he called the
“Phenotype paradigma” aimed at complementing the neo-Darwin-
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ist view and at a better characterization of the specific character of
the “living matter”.

He started considering that “one of the most basic characters of
living systems, considered as active machines, is the fact that they
produce a local enhancement of order through the assumption of
simple molecules and their organization into complex compounds,
orderly structured. At first sight one could think that those sys-
tems act in opposition to the second law”. Although surprisingly
Waddington very seldom quoted Schrödinger, this statement is
fully coherent with the “negentropy” theory proposed by the
physicist. However, Schrödinger’s concepts are further imple-
mented by Waddington with a thorough discussion on the real
value of the application of information’s theory to life.

His attitude was highly critical towards the direct use of infor-
mation theory particularly in the case of information transfer from
DNA to protein and to characters during development:

In this case we find that Biology has developed more flexible
mechanisms than those used by telephone technicians. There is a
system through which information can be changed in the sense
that a gene can mutate so that what the progeny receives is not
exactly what was present in the parents… It’s in the later phases
of phenotype formation that information theory fails to deal with
the situation. It is obvious that one organism’s phenotype is not
simply a collection of all the proteins corresponding to all the
genes of the genotype. It is true that the phenotype is the result of
the assemblage of parts highly heterogeneous, in each of which
some but not all the proteins are present which would derive from
the genes, but also many structures and substrates other than pri-
mary proteins corresponding to specific genes …. It appears com-
pletely obvious following the “common sense” that a rabbit run-
ning in a field contains an amount of “variation” higher than that
contained in a rabbit’s egg immediately after fertilization. Now,
how can we explain such a situation within the frame of informa-
tion theory whose fundamental principle states that information
cannot be increased… in fact the main problem is that through-
out the passage from a zygote to an adult organism, “information”
is not simply transcribed and translated but works in terms of “in-
struction” or, to say it in a more elegant manner, of “algorithms”.
DNA produces RNA which in turn builds a protein.
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The protein then affects the surrounding components in different
ways, whose result is the production of a higher variety of mol-
ecules than that present at the beginning”.

Of course, this is possible, as observed by many authors, and also
by Waddington himself, because living systems are open in the
sense that they continuously exchange energy and matter with the
context around them. The number, quality and configurations of
the components of biological systems are continuously modified
following complex non additive interaction processes within the
system itself and with the ever changing environment. Complex,
non linear functions are needed to describe organismal paths of
self-organization based on the Waddingtonian principle of homeo-
rrhesis, that is the dynamic counterpart of homeostasis or, from
the Greek, a flow in which the system maintains its “self”. The
paths followed by single individuals have been called by the British
scientist “chreods”, each of them being one of the potential life
cycles of the organisms allowed by the “inherited tools” and by the
contexts. While homeostasis can be defined as the capacity of a
system to maintain constant its main features, responding through
a series of buffering processes to the noise coming from the exter-
nal context, homeorrhesis is its dynamical version, that is the
property of living beings to avoid diverting their paths from the
system-specific attractor through a continuous exercise of adapta-
tion through change. While an organism absorbs “order” from the
context, as foreseen by Schrödinger, it also increases disorder/in-
formation all through its life cycle.

Seen this way, developmental but also evolutionary paths do
not seem directed in any way towards the stable acquisition of an
optimal order as it happens with crystals and human-made ma-
chines. Rather, they appear to obey to homeorrhetic laws main-
taining specific equilibria between order and change within the
frame of the requirements of the second principle of thermody-
namics.

Implicit in the non additive nature of the interactions among
components of living systems and between organisms and the en-
vironment, is the presence of non linear components in functions
describing them. It is worth noting that a relevant role in this re-
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spect, has been played by the friendship and cooperation between
Waddington and René Thom. The French mathematician de-
scribed from a topological point of view the dynamics of develop-
mental evolutionary processes on the basis of Waddington’s bio-
logical suggestions, thus rendering the whole theory clearer and in-
ducing a new interest in the use of mathematics in biological stud-
ies beyond the probability theory and statistics dear to many neo-
Darwinists. Particularly, the reciprocal exchange of views and data
between the developmental geneticist and the mathematician had
probably an influence on the development by Thom of the so-
called “Catastrophe Theory” and the introduction of the notion of
bifurcation, describing sudden changes in systems reaching a criti-
cal point, directly reminiscent of chaos theory. A well known heu-
ristic representation of these concepts by Waddington and Thom
can be seen in the “epigenetic landscape”, i.e. the attractor within
which a living system moves in development and evolution. Such
a landscape shows the minima in which a path will be running,
allowing the “jump” from one valley to another when the dynamic
system reaches a bifurcation point.

It is worth noting that, while Waddington and the relatively
small group of theoretical biologists who followed him seemed to
be rather isolated from the mainstream of experimental life sci-
ences, their conceptual framework was enriched, in the seventies
and in the eighties of the twentieth century, by the work of physi-
cists and mathematicians like those of the groups led by Prigogine
(see Prigogine and Nicolis [1972]), Henry Atlan (Atlan [1979]),
Maturana and Varela [1980], Goodwin, and many others. A par-
ticularly interesting result of their work was the extension of
Schrödinger’s intuitions and the demonstration and application to
life of the concept of self-organization. Prigogine’s work was based
on the observation coming from chemistry, that systems out of
equilibrium, or, in other words, embedded in a matter/energy
flow, can undergo a transition to order which is maintained until
the recovery of an equilibrium state or a chaotic transition. A first
mathematical modeling of such systems goes back to Alan Turing
[1952] but has been carried out much further by Prigogine and his
co-workers who introduced and modeled the concept of dissipative
systems and structures. The concept of self-organization, implicit
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in Waddington’s work, had been introduced quite early by J.
Needham in his famous book “Order and life” and was later taken
up by Waddington himself and the students of biological complex
systems. It was then suggested that dynamical interactions among
components may be the main source of constraints, keeping the
variation of systems during development and evolution within the
attractors as defined earlier on in this paper. A particular attention
was later on given to this area of thought by the whole group of
Santa Fe starting from S. Kauffman’s work (Kauffman [1995]).
Kauffman’s approach is essentially based on simulations of the
dynamics of N/K Boolean systems, containing N components with
K connections. The simulations have be implemented by intro-
ducing connection functions and the result of computer simulations
can be treated with statistical methods describing the dynamics of
fluctuations. Kauffman’s simulations generally did not involve ex-
perimental validation. Recently, a different approach to the study
of what has been called “spontaneous order” involving “Sync”
(synchronous behavior) has been used (see Strogatz [2003]). This
new way of looking at self-organization of living matter was intro-
duced by a pioneering work by Watts and Strogatz (Watts and
Strogatz [1998], [1999]) and is based on the study of the networks
formed by the interactions among the components of real living
systems. According to Strogatz, their research had been prompted
by the observation of the mixture of order and randomness of web
sites network and of the strange way of spreading of infection dis-
eases.

Strogatz and Watts and almost at the same time the group of
Barabasi (Barabasi [2000]) started looking at a large amount of
heterogeneous networks studying the distribution of numbers of
connections of the different components. The networks analyzed
included a variety of examples such as the systems of actors present
contemporarily in movies, of genes in the genotypes of a worm
and a yeast, nervous systems etc. and they surprisingly showed al-
ways the same basic structure. All these networks comprise a very
high number of components each connected with others with a
variable number of links. When one studies the shape of the curve
describing the statistical distribution of the number of links per
node, he will always find that it is not Poisson, as it would be ex-
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pected for random interactions, but a power law, denoting a scale-
free structure of the network. This implies that these networks
have a very inhomogeneous distribution of links, allowing the si-
multaneous presence of a few nodes linked to many other nodes
and a large number of poorly connected elements (Boccaletti et al.
[2006]). Such scale-free structure allows a fast information flow
even between distantly related components, because the number of
links between any two components is always very low.

A parallel current of thought (H. Atlan, J. Wicken, J. Brooks
and J. Wiley etc.) looked at the problem from another point of
view, namely the effect of variation and constraints on entropy
functions. Thus, for instance, H. Atlan, proposed to consider the
calculated “observed” Shannon entropy of experimentally analysed
biological systems as the result of constraints determined by self-
organisation processes reducing the “potential” entropy expected
in the case of a totally random distribution of the n components)
These concepts contradicted the false alternative between chance
and necessity in an explicit way and opened the way to a very
fruitful area of studies aiming at better statistically defining the
“living state of matter” (Buiatti and Buiatti [2004]) and under-
standing the functional dynamics of constraints.

All the just discussed interdisciplinary work along with earlier
theories such as those by Lewontin, Lerner, Waddington, Wright
and many others including those implicitly derived from quantita-
tive genetics, have been often emarginated from the mainstream of
discussion in experimental Biology until the end of the last decade
of the twentieth century and the beginning of the third millen-
nium. Surprisingly, the debate on self-organization, and in general
on the just discussed concepts was, on the other hand, very wide
in non biological areas such as those of mathematics, physics, phi-
losophy and involved also a part of the large public, interested in
the problem of the level of predictability of the dynamics of com-
plex systems. Unfortunately, a large majority of hard core biolo-
gists for a long time either did not read or psychologically re-
moved the major inputs by physicists and mathematicians working
in the area of non linear dynamics. The experimental area was in
those times completely dominated by what we would call the
“Central dogma ideology”, whose biased interpretation induced
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life science students to privilege studies of the “ordered side” of life
and led to the interpretation of variations as disrupting white-noise.

As it happens in science, however, the experimentalists had
soon to cope with the extraordinary amount of data coming from
the use of the powerful reductionist method often showing an in-
creasing amount of “exceptions” to the common paradigm.

In the next paragraph therefore we will try to summarize some
relevant achievements of the new, contemporary, Biology, cer-
tainly not with the aim to build a new paradigm but to update the
state of the art of the present vision of the “living state of matter”
(Buiatti and Buiatti [2004]). Particularly we shall report on the
ever increasing evidence of “friendly” co-existence in living beings
of a number of “variability generators”, fixed by evolution, and the
“spontaneous order” derived from interactions between compo-
nents. We will then discuss the thesis that the “disorder” generated
but contained is “benevolent” in the sense that it allows the main-
tenance of the connections necessary for life, contrasting the ef-
fects of the disrupting internal and external random noise.

3. THE CONTEMPORARY REVOLUTION IN BIOLOGY

AND “THE BENEVOLENT DISORDER”

Before entering into the discussion of recent experimental data
leading in our opinion to the solution of the chance vs. necessity
antinomy, we shall introduce a few concepts that we consider rel-
evant to the comprehension of the general framework of the de-
bate on the “living state of matter” of the last decade of the XXth
century and the beginning of the third millennium.

In the first place, recent data show that different groups of or-
ganisms, namely prokaryotes, plants and animals and humans dis-
play different adaptation strategies although they are all “explora-
tive”.

The term “Explorative strategies” has been proposed in 1997 by
Gerhart and Kirchner meaning by that adaptive strategies based on
the exploration of variability generated by specific “generators”
(Buiatti et al. [2004], Buiatti and Buiatti [2004]) and on selective
processes, developed during evolution, allowing the “choice” of the
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specific variants needed to answer to incoming, disruptive noise
and in general to changes in the context. In all cases therefore, a
certain level of “disorder” (variability) is needed but shall always
be limited by constraints due to the need of a certain level of “in-
ternal harmony” in living dynamical networks. The variability in-
duced by generators can be heritable or limited to the phenotype.
Heritable variation, as proposed and discussed at length in Jablon-
ka and Lamb [2004] may be genetic, epigenetic, behavioural, sym-
bolic. In all cases heritable variation of populations, species, and
ecosystems will contribute to a measurable parameter also proposed
by Gerhard and Kirschner called “Evolvability” or, following Earl
and Deem, “propensity of evolve” (Earl and Deem [2004]), that is
the capacity to adapt throughout generation through structure-
function changes. Evolvability levels are determined by inborn
processes leading to genetic variation fixed through evolution for
their value “per se” as shown by the fact that variations increasing
this parameter bear in themselves a selective advantage.

However, epigenetic variation, is, for animals and plants the
major source of phenotypic adaptation and can be in some cases
transmitted to the progeny without changes in DNA sequences.

The term “epigenesis” has been introduced, as mentioned ear-
lier, by C.H. Waddington, and epigenetic plasticity in a very broad
definition, includes all processes allowing variation during life cy-
cles not already present at birth as information contained in the
DNA. As shown by several authors also plasticity can be selected
as such thus increasing adaptation capacity based on the develop-
ment of a series of tools for the exploitation of “ambiguity” (more
than one meaning of information stored in nucleic acids and pro-
teins, utilized according to different codes).

Finally, as discussed before, it is now universally accepted that
living systems are dynamic networks endowed with different levels
of robustness (the capacity of a system to resist to incoming ran-
dom noise through the use of its internal plasticity), redundancy
(the presence of more than one copy of living system components)
and vicariance (the presence of alternative pathways allowing the
achievement of the same result). The very notion of network im-
mediately recalls the Darwinian intuition partially confirmed by
quantitative genetics, of the presence of correlations between the
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parts of an organism (the correlated variation). The meaning of
the Darwinian principle was that the parts are not independent
one from another in the sense that none of them is free to assume
all the “configurations” possible (sizes, weight, shapes and so on)
but that only those changes are allowed which do not harm the
overall “harmony” of the system. To translate this concept into
modern terms, we can simply extend it to all components of living
systems at all levels of the hierarchical organization of life. Com-
munication within networks is in fact the reason why not all the
variability induced by the aforementioned “generators” can be uti-
lized by living systems, the “benevolent” part of it being composed
of elements harmonically inserted in the communication network.
One may recall here the concept of “internal selection” proposed
by Bateson (Bateson [1980]). By internal selection he meant that,
as the components of living systems are part of a connected net-
work with its harmonic quantitative and qualitative rules, even a
single mutation may damage not only the affected component but
a number of others connected with it thus eventually decreasing
the fitness of the organism.

Having thus defined some basic interdisciplinary concepts of
contemporary Biology, let us now start discussing, using the exist-
ing evidence, our proposal of solution of the chance vs. necessity
antinomy based on the contemporary presence of variability on
one hand, and the choice of different portions of it on the other,
through communication between components of living systems
and with the environment. In other words, in our opinion, life is
maintained by ever changing equilibria between the “benevolent
order” and the needed amount and quality of the “benevolent dis-
order”. We will now provide evidence on how benevolent order
and benevolent disorder emerge in DNA, the hereditary material
and therefore the “living memory” of biological dynamics, liable to
be statistically characterized as a string of information. This is now
possible as whole genome sequencing has being carried out in hun-
dreds of eukaryote and prokaryote species and has completely
changed our conception of genome structures and functions. Ge-
nome size has been shown to vary from a few thousand to billions
of nucleotides and to be much smaller in prokaryotes (in the order
of millions) than in eukaryotes (in the order of billions). The in-
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crease in DNA amounts in plants and animals moreover has been
shown to be due to a far higher amount of non-coding sequences
than coding ones. We know now that coding sequences cover
80% or more of prokaryote genomes but less than 2% for instance
in the humans. A bacterium like E. coli has about 4000 genes, in a
genome of four millions while the human genomes only have
23000 according to the last estimates although their total DNA
content amounts to more than 3 billions nucleotides. So, there is
in this case an inverse relationship between the complexity of the
organisms and the ratio coding/non coding DNA.

Before providing evidence on generators of “benevolent disor-
der”, we first focus on the widespread ‘benevolent order’ in non-
coding DNA sequences, since as we will explain later on, the two
benevolent components are probably tightly linked. “Order” in
non-coding DNA sequences emerges from several studies on the
extent of constraints to randomness in DNA strings. As it often
happened in the history of life sciences, physicists and mathemati-
cians involved in the general discussion on this problem in nature
were the first to enter in this research field using a range of ana-
lytical methods such as the study of periodicities, short and long
range correlations, or information theory measures (Li [1997]).
Interestingly, the picture coming from the results obtained with
the different methods used in the analysis of the fast increasing
DNA sequences available from gene Banks is quite coherent. In
general, constraints to randomness are higher in eukaryotes than
in prokaryotes and, particularly in the first class of organisms, in
non coding sequences than in coding ones. While until the end of
last century the prevalent opinion was that non coding DNA was
thought to be devoid of any significant functional meaning and for
this reason was called “junk DNA”, the analyses of whole genomes
transcribed RNA products (the “transcriptome”) carried out in the
first years of the third millennium have shown that a large part of
non coding DNA including repeated sequences is indeed tran-
scribed into RNA and therefore has to be considered functionally
active. The fact that the distribution of nucleotides is far from ran-
domness in eukaryotic non coding DNA can be attributed to sev-
eral experimentally observed causes. As discussed more at length in
Buiatti et al. [2004], eukaryote genomes contain large numbers of
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short and long sequences present in many copies (repeated se-
quences) whose function is often as yet largely unknown. These
are generally classified into long and short repeats according to
their length. A large part of the long repeated sequences in eukaryotes
are “transposons”, the mobile elements discovered in 1951 by
Barbara Mc Clintock in maize, and afterwards forgotten for a very
long time, mainly due to the contradiction between their existence
and the dogma of DNA stability We know now that they often
cover more than 50% of eukaryotic genomes and are responsible,
for instance in maize, for “catastrophic events” of genome shuf-
fling recently discovered (Brunner et al. [2005]). Short repeated
sequences are composed of a variable number of identical nucleotides,
of purine or pyrimidine, “strong” (G, C) or “weak” (A, T)
nucleotides, or of repeats of 1-7 nucleotides called “microsatellites”.
All these sequences have been called “homogeneous” or “low com-
plexity” and their distribution in the genomes has been found not
to be random (Buiatti et al. [2004]). Moreover, again in eukaryotes,
genes themselves are not randomly distributed along the chromo-
somes but concentrated in specific regions, and the GC/AT ratio
is heterogeneous as shown long time ago by Bernardi and his
group (Bernardi et al. [1985]), who called the homogeneous areas
“isochores”. Finally, regions upstream and downstream of eukaryotic
exons (the eukaryote coding sequences), contain specific “motifs”
highly conserved throughout evolution, often at regular distances
from the beginning or the end of transcription units.

The main question to be asked at this point is whether or not
constraints to randomness found in the non-coding eukaryotic
sequences are “signaling” specific functions, and therefore their
nucleotide composition and order acts as a sort of “hidden code”,
as suggested by Trifonov [1998]. We will now describe experimen-
tal data suggesting that this is probably often the case, and that
many of these functions are generators of “benevolent disorder” or
tools for choosing the portion of variation to be utilized for adap-
tation in different contexts.

Before discussing these data, however, it should be noted that
the different amounts and distributions of constraints to random-
ness in prokaryotes and eukaryotes may be related to the different
adaptation strategies adopted by the two groups of organisms. We
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now know that while in prokaryotes adaptation mainly relies on
genetic variability, processes leading to phenotypic plasticity are by
far more frequent in plants and animals. The different strategy
seems to derive from the very structures/functions of the pro-
karyotes and eukaryotes. Particularly, bacteria have, as individuals,
very short life cycles and are haploid, that is endowed with only
one copy of each gene. Now, short life cycle means a very high
capacity to spread in a bacterial population a mutation conferring
selective advantage. This process is also easier because of the hap-
loid nature of the bacterial genome, allowing the immediate ex-
pression of the new allele, independently of its recessive or domi-
nant nature. On the other hand, eukaryotes are endowed with
genomes at higher ploidy levels, have by far longer lives, and therefore
need several long-lasting generations for a favorable, new mutation
to be expressed and fixed in a population.

Consequently, bacteria have developed during evolution a number
of very sophisticated processes for the exchanges of significant
portions of genomes both at the intra-specific and at the inter-spe-
cific levels. In fact, exchanges are so frequent that the very concept
of species is rightly being questioned in the case of microorgan-
isms. Moreover, bacteria are also endowed, as shown recently
(Lombardo et al. [2004]), with systems for stress perception and
consequent activation of “mutator” genes increasing mutation
frequencies and therefore the probability of occurrence of muta-
tions favorable for response to stress. This is the case of the so-
called RpOs system: upon stress, the RpOs gene is activated, in-
ducing the expression of mutator genes like those coding for DNA
polymerase IV, an inducer of DNA replication with mistakes. In
other words, in bacteria, a process has been developed during evo-
lution through selection leading not to the fixation of specific
mutations, but increasing the probability of obtaining them
through higher mutation frequencies (new “benevolent disorder”
available).

It should be noted that in this case, the process of variability
generation is initiated by recognition of stress signals by the cell
and eventually by the non-coding DNA sequences upstream of the
RpOs gene. RpOs then produces a protein which behaves like a
signal to the mutator genes again through recognition. Recogni-
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tion is necessary for the activation of all DNA functions, both in
prokaryotes and eukaryotes. For instance, both replication and
transcription are induced and regulated by signals, whose recogni-
tion generally occurs through the formation of complexes with
DNA in well localized positions of the string. Complex formation
occurs whenever local DNA conformations are complementary
with signaling proteins “shapes” and charge distribution,
complementarity being the limiting factor of recognition at all lev-
els in living systems from the enzyme-substrate complexes, to
RNA-protein, RNA-RNA, RNA-DNA, protein-DNA, protein-
protein complex formation. All this happens because all macro-
molecules, DNA included, are endowed with “conformation land-
scapes”, that is the “ensemble” of possible conformations that a
molecule can assume, including those placed at “energy minima”.
So, DNA, far from being always a neat double Watson Crick he-
lix, can have many shapes each of which being determined by the
specific DNA sequence composition, by the physico-chemical con-
text, by possible pre-existing complexes with other molecules of all
sorts. And, indeed, regulation occurs because many local confor-
mations and the relative local sequences have been selected for, to
allow localized and function-specific complex formation. In other
words, at least a part of DNA sequences constraints (deviations from
randomness) are determined by the functional role of complex
formation with other molecules equally constrained. In the case of
RpOs, constraints in DNA sequences leading to recognition are
needed for the release of adaptive “benevolent disorder”.

In eukaryotes, although genetic variability is certainly a tool for
long term evolution at the population and species level, adaptation
during life cycles relies on phenotypic plasticity, a part of which,
however is due to somatic genetic changes. It has been shown, in
fact, that mutation frequencies are not random in eukaryote genomes,
being higher in the already mentioned “low complexity sequences”,
and that these sequences are often localized in parts of the genomes
where high mutation rates are requested. This is the case, for in-
stance of the sequences coding for antigen/antibody recognition in
immuno-globulin genes, which mutate by shuffling of repeated
tracts during cell development. This process leads to the produc-
tion of an extremely high number of different antibodies in single
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individuals conferring the capacity to recognize an extraordinary
number of “enemies” (antigens) (see for instance Lewin [2007]).
Moreover, it is known that transposons also in eukaryotes may be
activated in the presence of stress (Madlung and Comai [2004])
and will thus increase somatic mutation frequencies, by “jumping”
from one part to another of the genome, thus determining shuf-
fling of fairly long sequences. All these processes, generally occur-
ring at the somatic level in eukaryotes, are examples of the appar-
ent paradox of constraints to randomness in DNA sequences lead-
ing to increases in variability.

However, the main processes leading to phenotypic plasticity in
eukaryotes are the differential activation and modulation of gene
sets in different internal and external contexts and gene “ambigu-
ity” obtained through signal recognition.

To give an idea of the levels of plasticity that can be reached by
gene differential activation and modulation, humans are endowed
with about 23.000 genes, around 2000 of which are thought to be
active in every single cell. However different cells, differently lo-
cated in the human body “use” different gene combinations and
the same is true for single cells in different periods of their life
cycles. Moreover, gene activity far from being a binary, yes or no,
process is modulated through changes in the stability of the so-
called “transcription complex” between DNA and a large number
of proteins. To obtain a stable transcription complex DNA has to
curve, twist and roll at specific points, these conformation changes
depending on DNA flexibility, only possible in the presence of
specific sequences in the right positions along the string. Activa-
tion patterns can be transient or stable for even long periods of
time. The stabilization mechanism generally involves methylation
or de-acetylation processes induced by one or more protein-DNA
recognition events through shape complementarity. Gene ambigu-
ity, that is synthesis of more than one protein from single genes,
on the other hand derives from the use of different starting and
ending sites in the DNA “reading” process as in the case of the so-
called “overlapping genes” discovered in prokaryotes but much
more frequent in eukaryotes, or through “alternative-splicing” of
transcribed RNA. The last process occurs only in eukaryotes where
genes are discontinuous in the sense that they are endowed both
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with coding (exons) and non coding (introns) sequences.
Gene expression starts with the transcription into RNA of the

whole sequence but later transcribed introns are dismissed and de-
stroyed, exons being assembled to yield the “mature DNA” on the
basis of which proteins will be synthesized. However, exons can be
assembled in different orders leading to a number of different se-
quences and, consequently, to the synthesis of more than one pro-
tein. Recent data suggest that an average of 10-15 proteins per
gene are synthesized on the basis of the 23,000 human genes but
the ambiguity level varies according to protein function. For in-
stance neurexins, proteins contributing to the connection between
human neurons, are more then 2000, but they are coded by only
three genes; similarly, in Drosophyla only one gene has been shown
to produce 38000 different proteins. A higher ambiguity capacity
in proteins of the human brain is coherent with the general hu-
man adaptation strategy mainly based on “inventions”. In all these
processes, the “choice” of the proteins to be produced in every
spatially and temporally variable context relies on signal recogni-
tion and transduction through intermolecular complex formation.

Processes leading to ambiguity are not limited to transcription
and protein synthesis. Functional proteins are often the result of
the assemblage of a number of polypeptide chains allowing more
than one combination, and therefore different “meanings” (func-
tions). Moreover, each protein has its own conformational land-
scape, resulting in different minima and functions. One typical
example of this is the “mad cow” illness (BSE), where two differ-
ent conformations of exactly the same protein make the difference
between life and death for the cow itself and the humans eating it.
Calmodulin is another often quoted example as it can form at least
30 different complexes with other proteins leading to different
conformations and functions. Finally, an already assembled pro-
tein may complex with other compounds such as for instance sug-
ars and lipids and again hence perform different functions. Again,
inter-molecular communication and complex formation increase
the “benevolent disorder” at the somatic level and at the same time
limit the range of combinations possible between different molecules,
allowing the choice of the proper ones for each specific temporal
or spatial context. Communication therefore is a key process for
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all living systems at all levels of complexity, from the molecular
one to cells, organisms, populations, species, ecosystems and the
biosphere, the robustness of each level of organization being corre-
lated with the variability potential of the lower one and at the
same time with the efficiency of communication between compo-
nents of the modular networks previously discussed allowing the
exploitation of vicariance and redundancy capacity of the systems.

How close is the link between variability generators and the
choice of the necessary part of variation for adaptation on one
hand and constraints to randomness in the DNA code on the other?

Biologically functional constraints leading to reduction in en-
tropy measures and, particularly, to short and long range correla-
tions in DNA sequences are manifold and therefore we shall just
mention a few examples.

Causes of constraint fixation can be structural and functional.
To the first class belong periodicities deriving from DNA strings
compression through DNA/protein complex formation into
nucleosome and different levels of winding of the double helix as
discussed for instance by Arneodo et al. [2001]. At the functional
level it is known that four dimensional local DNA conformational
landscapes are critical for signal recognition and modulation of
gene expression. Particularly, specific “motifs” are located in all
eukaryotic genes upstream, in the non coding internal part (introns)
and downstream; in mammals GC rich regions are near to tran-
scription initiation sites and in all cases strings located at different
distances from the mRNA production starting point, must be en-
dowed with specific patterns of twisting, bending and rolling to
obtain optimal levels of expression according to the contexts, in
coherence with the work by Audit et al. [2001] who showed a link
between the distribution of DNA bending profiles and long-range
correlations in eukaryotic DNA sequences. Finally, levels of se-
quence stability and conservation play a relevant role in modulat-
ing both plasticity and homeostasis in different regions of the ge-
nome leading to the formation of AT and GC patches on the
strings. It is plausible to imagine therefore that such constraints
may extend for long tracts in the sequence, and give a statistical
signature in terms of correlations of that sequence. However, the
number of processes leading to constraints to randomness is enor-
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mous and many of them are still to be discovered. Future studies
building a large-scale framework that includes a large number of
these processes into a biologically plausible physico/chemical
model of DNA may improve our insight on the complexity of the
DNA system.

4. CONCLUSIONS

The data just reported seem to us to solve the antinomy be-
tween chance and necessity showing that living systems are always
at an intermediate state between total randomness of the distribu-
tion of the components and total order. All living beings need
therefore the “benevolent disorder” (genetic variability and pheno-
typic plasticity) to actively react to internal and external noise
during single life cycles and throughout evolution. Both evolvability
and plasticity are critical for survival, the first being more relevant
for prokaryote adaptation, while the second being the key for
eukaryote lives. During evolution, refined and different tools have
been developed in the two domains through selection of both
evolvability and plasticity.

Genes and alleles increasing phenotypic plasticity and evolvability
then, at the population level, are a part of the gene pool or, to say
it with the words of Sewall Wright, of the genetic landscape (the
genetic space) in which populations and species are situated. The
larger the genetic space of a population the higher its evolvability,
the larger the phenotypic space of individuals in that population
the higher their individual fitness, leading as mentioned before, to
the increase in plasticity related coding and non coding sequences
during evolution.

The second point worth being mentioned here is the fact that
the network structure of living systems and the consequent “inter-
nal selection” pressure may involve acceleration of the evolutionary
dynamics when a non-lethal but major change occurs in a net-
work. This is the case of the “hopeful monsters” proposed by R.
Goldschmidt, that is organisms where such a mutation has oc-
curred and selection will be acting (this at least is the “hope” of
the “monsters”) to adapt the rest of the genome to the effect of the
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mutation by selecting a new, more harmonic combination of genes
and alleles.

It should be stressed here that the proposed new vision of evo-
lutionary processes does not by any means disprove neo-Darwin-
ism and its all currents of thought because certainly it is true that
allele frequencies vary due to selection, mutation and random
drift. However, the new data show that the Modern Synthesis does
not take into account several key factors and processes not suffi-
ciently considered so far, suggesting the need to return to the ideas
of Charles Darwin himself although with a much deeper knowl-
edge of the material basis of the different processes.

Finally, we think that what we have discussed is only part of
the present day revolution and that in the future it will be neces-
sary to take into account the “four dimensions” of evolution intro-
duced by Jablonka and Lamb [2004], namely the genetic, epige-
netic, behavioral, symbolic.

1 Dept. of Evolutionary Biology, Firenze University, Firenze (Italy)
2 Center for Mind Brain Sciences, Trento University, Trento (Italy)
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