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1.38.1 Introduction

Researchers in the field of computational biology

have mostly focused their attention in the recent
years on the sequences of eukaryotic genomes, on

their annotation, and on the understanding of how

these linear sources of information give rise to the

three-dimensional organization of the body and, in
729
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particular, of the brain. Ultimately, from the DNA
sequences already stored in silico of the human
genome, one should be able to compute the main
features of the species-specific functional organiza-
tion of our brain. Yet, the brain strikingly differs from
the other organs of the body in several respects. First,
the complexity of its cellular and supracellular orga-
nization is orders of magnitudes higher, and second,
it is able to learn and store information from the
outside world. Finally, its structure is under constant
reorganization as a function of its internal physiolog-
ical states of activity, either endogenously generated
or evoked by signals from the outside world. These
are a few of the many reasons why computational
neuroscience has recently developed as a rather
autonomous and fast-moving discipline. Its principal
project is to understand the multiple modes of signal
processing by the brain ultimately resulting in be-
havior and/or tacit mental events. It is also to build
up formal models, expressed in terms of neuronal
networks, that link the molecular, neuronal, physio-
logical, and behavioral/mental data in a coherent,
noncontradictory though minimal form (Changeux
and Dehaene, 1989). Ultimately implemented as ‘formal
organisms’ (Changeux et al., 1973), these neurocompu-
tational models should altogether account for the
available data and produce experimentally testable
predictions at all those levels. Being minimal, they are
not anticipated to give an exhaustive description of
reality, but nevertheless to validate or invalidate the-
ories and, if necessary, give rise to new ones, thus
contributing to our understanding of how the human
brain works.

If multiple attempts have been successfully done to
model the relationships between the states of activity
of neuronal networks and overt behaviors in simple
systems (Grillner and Graybiel, 2006), a most fasci-
nating intellectual challenge of today’s neuroscience
remains to understand the explicit processing of the
mental events which invest our brain, in other words
to establish a comprehensive theory of consciousness
on the basis of the presently available scientific
knowledge. As stated by Delacour (1997),

Multiple explanations have already been suggested

like such-and-such a sophisticated algorithm, the

oscillation of the extracellular electrical field in the

cortex, the probabilistic character of synaptic trans-

mission, or some still mysterious property of

‘quantum gravity.’ These theories represent little

advance over the pineal gland theory of René

Descartes. (Delacour, 1997: 127)
The case of consciousness is indeed exceptional.
First of all, a fundamental ambiguity exists in the use

of the term which, depending on context and author,

can equally refer to waking state, personal experi-

ence, mental processing, or the multifaceted concept

of self. Second, its comprehensive description crosses

multiple disciplines ranging from basic neuroscience

to molecular biology, psychology, and philosophy

which, in the present situation of the academic com-

munity, show considerable difficulties to interact and

cooperate. Last, any plausible theory on conscious-

ness has to refer to a phenomenal subjective

experience reported through introspection that a

long tradition, from positivism to behaviorism and,

most of all, the current practices of bench work

research in neuroscience or pharmacology, has

banned from any serious form of scientific enquiry.
Nevertheless, in the past decades, the situation has

significantly changed because of a ‘renaissance’

(Zeman, 2005) of empirical research on conscious-

ness and the proposal of constructive and plausible

mechanistic theories, which aim at accounting for the

subjective experience of a unified or global ‘space or

scene,’ where some kind of synthesis between past,

present, and future takes place, where multimodal

perceptions, emotions, and feelings (present), and

evoked memories of prior experiences (past),

together with anticipations of actions (future),

become subjectively integrated in a continuously

changing and dynamic flow of consciousness, ‘‘alto-

gether one and multiple at any of its moments’’

(Fessard, 1954; Bogen, 1995; Edelman and Tononi,

2000; Crick and Koch, 2003; Dehaene and Changeux,

2004). Among these theories, Zeman (2005) distin-

guishes the following.
1.38.1.1 Information Processing Theories

Following the lead of William James in associating

consciousness with selective attention and memory,

Baars (1989) has proposed a psychological model

which postulates that the content of consciousness is

broadcasted to the whole brain through a ‘global

workspace’ which recruits the operation of multiple

unconscious and automatic processors. Yet, Baars

proposed as the essential neural basis of his global

workspace the ascending reticular formation, the

nonspecific nuclei of the thalamus, and only casually

mentioned that ‘‘it is possible that corticocortical

connections should also be included.’’
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Shallice (1988) has also suggested an integrative
role of consciousness through a ‘supervisory attentive

system’ which would control the activities of lower

level psychological systems mediated by some kind

of ‘contention scheduling’ system and has placed

emphasis on parieto-prefrontal networks in relation

with the supervisory system (see also Frith et al.,

1999).
1.38.1.2 Neurobiological Theories

In their pioneering efforts to specify the neural corre-

lates of consciousness, Crick and Koch (Crick, 1994;

Crick and Koch, 1995, 2004) have successively

emphasized the importance of gamma-band oscilla-

tions around 40 Hz as a correlate of conscious

processing; then, successively, the role of connections

to and from prefrontal cortex in conscious perception

(though more recently they have defended the oppo-

site view that prefrontal cortex works as an

‘unconscious homunculus’); and last, the possible

role of the claustrum in the integration of conscious

percepts (Crick and Koch, 2005).
Edelman and Tononi (2000) and Tononi and

Edelman (1998) have emphasized the role of infor-

mation integration and of reentrant connections in

establishing a shifting assembly or ‘dynamic core’

linking distributed cortical and thalamic neurons. Its

representation content, at the same time diversified

and unitary, could not be localized to single parts of

the brain and would vary significantly among indi-

viduals, but yet would correspond to the content of

phenomenal consciousness. Lumer et al. (1997a,b)

have developed a formalism in their simulations

focused on early visual processing, with reentrant

connections but without establishing a link with the

notion of consciousness and specifically with the

dynamic core hypothesis.
The hypothesis of a conscious ‘neuronal workspace’

(Dehaene et al., 1998; Dehaene and Changeux, 2000;

Dehaene and Naccache, 2001; Dehaene et al., 2003b)

emphasizes the role of distributed neurons with long-

distance connections, particularly dense in prefrontal,

cingulate, and parietal regions, interconnecting multi-

ple specialized processors and broadcasting signals at

the brain scale in a spontaneous and sudden manner,

forming a conscious ‘global neuronal workspace.’ This

model is extensively presented and discussed in this

chapter.
1.38.1.3 Social Theories

The philosopher Strawson (1974) has argued that the
concept of one’s own mind presupposes the concept
of other minds. This, together with the notion that
language is critical for human consciousness, has led
to the notion that conscious experience would be
more a social construction than a physiological or
psychological phenomenon (Rose, 1999). Without
contesting the importance of social relationships
and in particular of language (see Edelman, 1989) in
human consciousness, one may wonder, however,
whether this is the adequate level of explanation for
a comprehensive theory of consciousness, which
should ultimately capture such basic phenomena as
sleep and anesthesia, masking, or attentional blink
(see following).

In this chapter we successively analyze: (1) the the-
oretical premises of the neuronal workspace hypothesis;
(2) the formal representation of the neuronal workspace
model; (3) simulations with the workspace model of
states of consciousness and access to consciousness in
cognitive tasks; and (4) the neuronal workspace model
and the evolution of consciousness.
1.38.2 The Neuronal Workspace
Hypothesis: Premises and Theoretical
Statements

The views presented in this chapter developed from
three sets of complementary data: anatomical, com-
putational, and psychophysical.
1.38.2.1 Anatomical Data

Early observations by Cajal (1892) (see DeFelipe and
Jones, 1988) underlined the ‘special morphology’ of
the pyramidal cells from the cerebral cortex and
suggested that they might be ‘‘the substratum of the
highest nervous activities,’’ calling them ‘the psychic

cells.’ Cajal mentioned their very numerous and com-
plex dendritic cells and also noted that ‘‘the
pyramidal cells from cortical layers II and III possess
long axons with multiple collaterals.’’ Cajal further
distinguished in the white matter: projection fibers
which enter the cerebral peduncle, callosal fibers
which associate the two hemispheres, and fibers of
association that ‘‘bring into relation . . . different ter-
ritories and different lobes of the same hemisphere’’
(Cajal, 1892). He also noted that these fibers of asso-
ciation increase in number in humans and large
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mammals, where they form ‘‘the main mass of the

white matter.’’ Recent investigations have confirmed

the view that the corticocortical and callosal fibers

primarily (though not exclusively) arise from layer

II-III pyramids ( Jones, 1984) (Figure 1(d)).
Furthermore, von Economo (1929), a follower of

Brodman, distinguished in his ‘‘Cytoarchitectonics of

the human cerebral cortex’’ five ‘‘fundamental types of

cortical structure’’ (Figures 1(a) and 1(b)) and among

them: the ‘‘frontal type 2 (which) . . . possesses large,

well-formed, and well-arranged pyramidal cells in

layers III and V’’ while in the ‘‘parietal type 3 (these

cells) are smaller, more slender, and numerous . . . .’’

Von Economo also noted that the type 2 is ‘‘spread

over the anterior two-thirds of the frontal lobe, over the

superior parietal lobule . . .’’ as well as over the cingu-

late cortex, among other cortical areas and concludes

that ‘‘type 2 and 3 isocortex . . . are the chief station for

the commemorative and higher psychic functions.’’
Figure 1 The anatomical basis of the neuronal workspace hyp
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proposed to contribute to the anatomical basis of the
neuronal workspace model (Dehaene et al., 1998).
1.38.2.2 Computational Data

The present neurocomputational approach to con-
scious versus nonconscious processing originates
from the design of neural network models that
aimed at specifying the contribution of prefrontal
cortex to increasingly higher cognitive tasks
(Dehaene and Changeux, 1989, 1991, 1997; Dehaene
et al., 1998). Successively, these models considered
the issues of how a network could retain an active
memory across the long delay of a delayed-response
task (Dehaene and Changeux, 1989), how it could
encode abstract rules that might be selected
from external or internal rewards (Dehaene and
Changeux, 1991), and finally how networks based on
those principles could pass complex planning tasks
such as the Tower of London test or the Stroop test
(Dehaene and Changeux, 1997; Dehaene et al., 1998).
The ‘conscious neuronal workspace’ model (Dehaene
et al., 1998; Dehaene and Naccache, 2001; Dehaene
et al., 2003b; Dehaene and Changeux, 2005) is the last
development of these models which emphasize the
role of distributed neurons with long-distance con-
nections, particularly dense in prefrontal, cingulate,
and parietal regions, which are capable of intercon-
necting multiple specialized processors and can
broadcast signals at the brain scale in a spontaneous
and sudden manner.
1.38.2.3 Cognitive Psychology,
Neuropsychology, and Human
Neuroimaging

A long psychophysical and neuropsychological
tradition, dating back to Hughlings Jackson and
perpetuated among others by Baddeley, Shallice,
Mesulam, or Posner, has emphasized the hierarchical
organization of the brain and separates lower auto-
matized systems from increasingly higher and more
autonomous supervisory executive systems. It has
also been influenced by Fodor’s distinction between
the vertical ‘modular faculties’ and a distinct ‘isotro-
pic central and horizontal system’ capable of sharing
information across modules. Empirically, finally, it
has taken advantage of a variety of experimental
techniques, starting with behavioral analysis, neuro-
psychological observation in brain-lesioned patients,
and most recently, human neuroimaging with func-
tional magnetic resonance imaging (fMRI) and causal
interference with transcranial magnetic stimulation
(TMS).

It is beyond the scope of this chapter to discuss the
variety of experimental contributions that are rele-
vant to the ongoing science of consciousness (see, e.g.,
Laureys, 2005), but they can be briefly sketched as
belonging to two main lines of research. The first
line, starting with the pioneering research of
Weiskrantz on blindsight and Marcel on subliminal
priming, has investigated the extent of nonconscious
processing in humans. In combination with fMRI,
this research has uncovered that not only subcortical,
but in fact a variety of specialized cortical systems
were capable of activating in the absence of any
conscious report of stimulus presence (for review,
see Naccache and Dehaene, 2001; Naccache et al.,
2005; Dehaene et al., 2006). The second line, exem-
plified by Posner’s or Shallice’s work, has studied
the properties of a central executive or executive
attention system, whose activity seems to index con-
scious top-down attention and control (Norman and
Shallice, 1986; Amati and Shallice, 2007). Through
the use of Baars’s contrastive method, which consists
of opposing two minimally different conditions, one
of which is conscious and the other is not, it has been
observed that executive control is deployed only
following consciously perceived trials (e.g., Kunde,
2004) and is consistently associated with a sharp
increase in dorsal and midline prefrontal as well
as anterior cingulate and, in many cases, inferior
or posterior parietal activation (see Gusnard and
Raichle, 2001; Dosenbach et al., 2006).
1.38.2.4 The Model

Inspired by these observations, our theoretical work
attempted to capture them within a minimal theoret-
ical model. In the following, the headlines of the
theoretical premises will be presented following the
initial presentation of Dehaene et al. (1998), yet
updated in a few of its formulations in the subsequent
papers of Dehaene et al. (2003a) and Dehaene and
Changeux (2005).

1.38.2.4.1 Two computational spaces

The neuronal workspace hypothesis distinguishes, in
a first approach, two main computational spaces
within the brain (Figure 2), each characterized by a
distinct pattern of connectivity:

a. A processing network, composed of a set of
parallel, distributed, and functionally specialized
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Figure 2 Schematic representation of the neuronal workspace hypothesis as initially proposed by Dehaene et al. (1998).

The model distinguishes two computational spaces: (1) specialized processors, which are modular, encapsulated, and
automatic, labeled here as perceptual systems, long-term memory (including autobiographic memory and self), and

attentional and evaluative systems and (2) the global workspace, with long-range axon neurons broadcasting signals to

multiple areas yielding subjective experience and reportability. From Dehaene S, Kerszberg M, and Changeux JP (1998) A
neuronal model of a global workspace in effortful cognitive tasks. Proc. Natl. Acad. Sci. USA 95: 14529–14534; used with

permission from the National Academy of Sciences.
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processors (Baars, 1989) or modular subsystems
(Shallice, 1988) subsumed by topologically distinct
cortical domains with highly specific local or
medium-range connections that encapsulate infor-
mation relevant to its function. This specialized
network processes information in a bottom-up man-
ner (see Miyashita and Hayashi, 2000).

b. A global workspace, consisting of a distributed
set of cortical neurons characterized by their ability
to receive from and send back to homologous neu-
rons in other cortical areas, horizontal projections
through long-range excitatory axons (which may as
well impinge on excitatory or inhibitory neurons).
Such long-range corticocortical tangential connections
include callosal connections and mostly originate from
the pyramidal cells of layers 2 and 3. We therefore
propose that the extent to which a given brain area
contributes to the global workspace would be simply
related to the fraction of its pyramidal neurons con-
tributing to layers 2 and 3, which is particularly
elevated in von Economo’s type 2 (dorsolateral pre-
frontal) and type 3 (inferior parietal) cortical structures
(von Economo, 1929). The pyramidal neurons from
layers 2 and 3 establish, in addition, vertical and reci-
procal connections with layer 5 neurons and thus
corresponding thalamic nuclei. These connections
contribute to both the stability and the dynamics of
workspace activity, via, for instance, self-sustained
circuits, but also mediate the direct access to and
from the processing networks (Brecht et al., 2003).
The global network neurons typically process infor-
mation in a top-down manner.
1.38.2.4.2 Content of the global

workspace
In the original formulation of the neuronal work-
space hypothesis (Dehaene et al., 1998), five major
categories of processors were distinguished which
could be dynamically mobilized and multiply recon-
figured (Figure 2).

a. Perceptual circuits give the workspace access to the
present state of the external world. Empirically,
perceptual circuits may include the primary and
secondary sensory areas together with the object-
oriented ventral and lateral areas of the temporal
lobes in both visual (Mishkin and Ungerleider, 1982;
Goodale et al., 1991; Fang and He, 2005) and auditory
(Rauschecker and Tian, 2000) modalities as well as
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the temporal and inferior parietal areas involved
in language comprehension (including Wernicke’s
area) (Mesulam, 1998). Accordingly, the content of
any external stimulus, attended object, or linguistic
input can access the global workspace. Such access
may take place stepwise through hierarchical stages
of processing through primary and secondary sensory
areas such as V1 and FEF (Lamme and Roelfsema,
2000) and then higher association areas of temporal,
frontal, and cingulate cortex. In Dehaene et al. (2003a)
and Dehaene and Changeux (2005) formulations, each
area was further assumed to establish with the neigh-
boring area bottom-up feedforward connections and
top-down feedback projections, the top-down connec-
tions being slower, more numerous, and more diffuse
(Felleman and van Essen, 1991; Salin and Bullier,
1995). Moreover, bottom-up connections were thought
to impinge on glutamate �-amino-3-hydroxy-5-
methyl-4-isoxazole propionic acid (AMPA) receptors,
whereas the top-down ones would primarily mobilize
glutamate N-methyl-D-aspartate (NMDA) receptors
(see Lumer et al., 1997).

b. Motor programming circuits allow the content of
the workspace to be used to guide future motor
behaviors and actions. A hierarchy of nested circuits
implements motor intentions, from the highest level
of abstract plans to individual actions, themselves
composed of moves and gestures (Jeannerod and
Jacob, 2005).

Empirically in humans, these circuits include pre-
motor cortex, posterior parietal cortex, supplementary
motor area, basal ganglia (notably the caudate nucleus),
and cerebellum, as well as the high-level speech pro-
duction circuits of the left inferior frontal lobe,
including Broca’s area. Connections of the workspace
to motor and language circuits at the higher levels
of this hierarchy endow any active representation in
the workspace with the property of reportability
(Weiskrantz, 1997; Dehaene et al., 2006), namely, the
fact that it can be described or commented on using
words or gestures.

c. Long-term memory circuits provide the workspace
with an access to stored past percepts and events.

These long-term memory stores are likely distrib-
uted throughout the cortex according to their
original content and modality; hippocampal and
parahippocampal areas through reciprocal links
with workspace neurons may play a special role in
mediating the storage in and retrieval from these
long-term stores.

d. Evaluation circuits (Dehaene and Changeux,
1989, 1991; Friston et al., 1994; Schultz et al., 1997)
allow representations in the workspace to be selected
according to a positive or negative value.

Empirically, the main anatomical systems in this
respect include mesocortical noradrenergic, dopami-
nergic, serotoninergic, and cholinergic pathways
together with the orbitofrontal cortex, anterior cingu-
late, hypothalamus, amygdala, and ventral striatum
(see Everitt and Robbins, 2005). Autoevaluation sys-
tems develop from reciprocal projections allowing
evaluation circuits to be internally activated by the
current workspace content (Dehaene and Changeux,
1991) and, conversely, to selectively maintain or
change workspace activity according to whether its
value is predicted to be positive or negative (Dehaene
and Changeux, 1991, 1995, 1997). These evaluation
systems are the targets of drugs as instrumental rein-
forcers eventually resulting in drug self-administration
or drug taking and mobilizing in particular medial
prefrontal cortex and nucleus accumbens core
(Everitt and Robbins, 2005; Christakou et al., 2004).

e. Attention circuits allow the workspace to mobilize
its own circuits independently from the external
world. Changes in workspace contents need not
necessarily lead to changes in overt behavior, but
may result in covert attention switches to selectively
amplify or attenuate the signals from a subset of
processor neurons.

Although all descending projections from work-
space neurons to peripheral modular processors are
important in this selective amplification process, a
particular role is played by areas of the parietal lobe
in visuospatial attention (Posner, 1994; Posner and
Dehaene, 1994).
1.38.2.4.3 Global modulation of

workspace activation

The state of activation of workspace neurons is
assumed to be under the control of global vigilance
signals from the ascending reticular activating sys-
tem. Empirically they may include cholinergic nuclei
in the upper brainstem and basal forebrain, norad-
renergic nuclei (e.g., from the locus coeruleus), a
histaminergic projection from the posterior hypothal-
amus, and dopaminergic and serotoninergic pathways
arising from the brainstem (McCarley, 1999) together
with recently identified orexin neurons from lateral
hypothalamus (de Lecea et al., 1998; Harris et al.,
2005). Much if not all of the influence exerted by
these pathways is mediated by the thalamus and char-
acterized by an increase in the excitability of the
corticothalamic neurons.
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Slow-wave sleep, on the other hand, coincides
with a reduction of activity in the cholinergic, nor-
adrenergic, and histaminergic nuclei, the anterior
hypothalamus and basal forebrain being candidates
for a critical role in sleep induction (Zeman, 2001).
These signals are powerful enough to control major
transitions between the awake state (workspace
active) and slow-wave sleep (workspace inactive)
states. Others provide graded inputs that modulate
the amplitude of workspace activation, which is
enhanced whenever novel, unpredicted, or emotion-
ally relevant signals occur and, conversely, drops
when the organism is involved in routine activity.

In the waking state the corticothalamic neurons
are tonically depolarized by a blocking of hyperpo-
larizing potassium conductance (Steriade, 1999) (e.g.,
by acetylcholine acting on muscarinic receptors and
norepinephrine on �1-adrenergic receptors ) switch-
ing them out of the slow-bursting mode and into fast
gamma-band oscillations (Steriade et al., 1993; Llinas
and Steriade, 2006). Similar effects can be obtained
by electrical stimulation of the brainstem or by direct
application of acetylcholine (McCormick and Bal,
1997). Moreover, mutations in the �4 and �2-subunit
genes of the nicotinic acetylcholine receptor cause
autosomal dominant frontal lobe epilepsy (Steinlein,
2004), and deletion of the �2-subunit is accompanied
by a decrease of micro-arousals, which take place
during slow-wave sleep (Léna et al., 2004).

As a consequence, the corticothalamic neurons
show increased excitability: their signal-to-noise
ratio is increased, and the response to sensory stimuli
is facilitated. Their spontaneous activity is high
and characterized by stochastic independence of
time intervals between successive action potentials
(Llinas and Paré, 1991; Steriade et al., 1993; Llinas
and Steriade, 2006). By contrast, during slow-wave
sleep, where consciousness is absent, signal-to-noise
ratios to sensory responses are decreased, and most
neurons tend to discharge in bursts synchronized
over large populations, thus introducing distortions
or blocking information transmission (Livingstone
and Hubel, 1981).

In the resting awake state, the brain is the seat of
an important baseline (Gusnard and Raichle, 2001;
Raichle and Gusnard, 2005) or ongoing metabolic ac-
tivity; a very large fraction of it (about 80%) being
correlated with glutamate cycling and, hence, active
synaptic signaling processes (Shulman and Rothman,
1998; Hyder et al., 2002; Raichle and Gusnard, 2002;
Shulman et al., 2004). During slow-wave sleep,
anesthesia, or coma, global cerebral glucose
metabolism falls by about 20% (Heiss et al., 1985;
Buchsbaum et al., 1989; Shulman et al., 2004), particu-
larly in frontal and parietal cortices (Laureys, 2005;
Laureys et al., 2006). Interestingly, optical imaging of
visual cortex in anesthetized animals revealed struc-
tural states of activity which have a similar global
organization as activity patterns evoked by external
stimuli (Tsodyks et al., 1999; Kenet et al., 2003).

1.38.2.4.4 Spatiotemporal dynamics of

workspace activity
From a theoretical point of view, the global work-
space is considered the seat of a particular kind of
brain-scale activity state characterized by the spon-
taneous activation, in a sudden, coherent, and
exclusive manner, referred to as ignition (Dehaene
and Changeux, 2005), of a subset of workspace neu-
rons, the rest of workspace neurons being inhibited.
The transition to this state of highly correlated
activity is fast and characterized by an amplification
of local neural activation and the subsequent activa-
tion of multiple distant areas. The entire workspace is
globally interconnected in such a way that only one
such workspace representation can be active at any
given time (see Sigman and Dehaene, 2005, 2006).
This all-or-none invasive property distinguishes it
from peripheral processors in which, due to local
patterns of connections, several representations with
different formats may coexist.

A representation which has invaded the workspace
may remain active in an autonomous manner and
resist changes in peripheral activity (see Dehaene and
Changeux, 1989, 1991). If it is negatively evaluated, or
if attention fails, it may, however, be spontaneously and
randomly replaced by another discrete combination of
workspace neurons. Functionally, this neural property
implements an active generator of diversity which
constantly projects and tests hypotheses (or prerepre-
sentations) on the outside world (Dehaene and
Changeux, 1989, 1991, 1997). The dynamics of work-
space neuron activity is thus characterized be a
constant flow of individual coherent episodes of vari-
able duration and their selection.

Although a variety of processor areas project to the
interconnected set of neurons composing the global
workspace, at any given time only a subset of inputs
effectively accesses it. We postulate that this gating is
implemented by descending modulatory projections
from workspace neurons to more peripheral processor
neurons. These projections may selectively amplify or
extinguish the ascending inputs from processing neu-
rons, thus mobilizing, at a given time, a specific set of
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processors in the workspace while suppressing the
contribution of others. In other words, the pattern of
mobilized processor neurons defines the actual sub-
jective content of conscious perception.
1.38.3 Formal Representation of the
Neuronal Workspace Model

Since the initial formulation of Dehaene et al. (1998),
the general architecture and dynamics of the neural
network representing the global workspace and the
relevant processors have been further specified in
Dehaene et al. (2003a) and Dehaene and Changeux
(2005). It is well understood that in any instance these
computer simulations are partial and incomplete. Yet
they are expected to point to the importance of
particular components or features of these minimal
architectures, thus leading to critical experimental
tests. In our work, we found it useful to develop two
quite distinct types of computer simulations. Some of
them, referred to here as ‘Type 1’ models, were
intended to describe an entire task-related cognitive
architecture and thus focused more on global con-
nectivity than on fine physiological details (e.g.,
Dehaene et al., 1998). Others, referred to as ‘Type
2’ models, were intended to capture some fine-
grained physiological characteristics of neuronal fir-
ing trains and event-related potentials during
conscious and subliminal perception. These simula-
tions therefore necessarily incorporated considerably
more physiological details of receptor types and cor-
tical layers, but were not extended in a brain-scale
architecture solving a precise task (e.g., Dehaene
et al., 2003a; Dehaene and Changeux, 2005). Here,
we describe their principles in turn.
1.38.3.1 Detailed Physiological Simulations
of Access to the Conscious Workspace

In those Type 2 simulations, we intended to describe
only part of the workspace (Dehaene and Changeux,
2005), but to do so with physiological details. The goal
was to simulate the bottom-up/top-down interactions
occurring between four hierarchically organized areas,
the lowest of which was in contact with the external
world while the highest was assumed to contact other
workspace areas (not simulated).

1.38.3.1.1 Single-neuron model

The model (Figure 3(a)), adapted from Lumer et al.
(1997a,b), was simulated at the level of single-
compartment integrate-and-fire neurons whose mem-
brane potential evolved according to semirealistic
differential equations taking into account realistic
temporal delays and AMPA, NMDA, and gamma-
aminobutyric acid (GABA) currents. Neurons also
received a diffuse neuromodulator input summarizing
the known depolarizing effects of ascending activating
systems, such as those from cholinergic, noradrener-
gic, and serotoninergic nuclei in the brainstem, basal
forebrain, and hypothalamus (Steriade et al., 1993;
Llinas and Steriade, 2006). This parameter was used
to control the level of wakefulness (see following
discussion).

1.38.3.1.2 Columnar structure
The neurons were organized into simulated thalamo-
cortical columns comprising 80 excitatory and 40
inhibitory neurons and organized in a three-layered
structure, schematizing supragranular, infragranular,
and layer IV cortical neurons and a corresponding
thalamic sector (Figure 3(b)). A fairly realistic scheme
of connections was implemented, whereby thalamic
excitatory neurons projected to layer IV (AMPA,
3 ms delay) and, with lesser strength, to infragranular
neurons (AMPA, 3 ms). Layer IV excitatory neurons
projected to supragranular neurons (AMPA, 2 ms).
Supragranular excitatory neurons projected to infra-
granular neurons (AMPA, 2 ms). Finally, infragranular
excitatory neurons projected to layer 4 (AMPA, 7 ms),
to supragranular neurons (AMPA, 7 ms), and to
the thalamus (AMPA, 8 ms). Those principles and
parameter values capture the major properties of trans-
laminar connections (Lumer et al., 1997a,b; Douglas
and Martin, 2004), though they do not attempt to
capture the possible functional roles of the different
layers (see, e.g., Raizada and Grossberg, 2003).

1.38.3.1.3 Long-range connections

For corticocortical projections, supragranular excit-
atory neurons of each area projected to layer IV of
the next area (AMPA, 3 ms). In agreement with
physiological observations (Felleman and Van Essen,
1991; Salin and Bullier, 1995), top-down connections
were slower, more numerous, and more diffuse. They
connected the supra- and infragranular excitatory
neurons of a given column to the supra- and infra-
granular layers of all areas of a lower hierarchical level.
Strong top-down connections linked columns coding
for the same stimulus, whereas weaker top-down
connections projected to all columns of a lower area.
Both were NMDA mediated, and transmission delays
increased with cortical distance (delay¼ 5þ 3� ms,



Author's personal copy

GABA

Single neuron(a) (b) (c)Thalamocortical column Long-distance network

AMPA

NMDA

Neuromodulator
current

Neuromodulator
current

Spike-rate
adaptation

Leak

–2.2

–1.4

–0.6
0.0

25 ms
100 ms 200 ms

Cortex
Area D

Area C

Area B1 Area B2

Area A2Area A1
Feedforward

Feedback

T1 T2

Supragranular

Layer IV

Infragranular

Thalamus

To/from
lower
areas

To/from
higher
areas

KS

Optional cellular oscillator currents

NaP

Neuromodulator

Δ Δ

ΔΔ

Δ Δ

Δ Δ

Figure 3 Detailed implementation, at the cellular and molecular levels, of the neuronal workspace model in the case of
access to consciousness as in Dehaene et al. (2003b) and Dehaene and Changeux (2005). Single neurons may generate

sustained oscillations of membrane potential at high enough level neuromodulator current (a) but only the thalamocortical

column (b), and global network levels do generate complex waxing and waning EEG-like oscillations (b) and metastable

global states of sustained firing (or ‘ignition’) (c). From Dehaene S, Sergent C, and Changeux JP (2003b) A neuronal network
model linking subjective reports and objective physiological data during conscious perception. Proc. Natl. Acad. Sci. USA

100: 8520–8525, with permission from the National Academy of Sciences; and Dehaene S and Changeux JP (2005) Ongoing

spontaneous activity controls access to consciousness: A neuronal model for inattentional blindness. PLoS Biol. 3: 910–927,

with permission from the Public Library of Science.

738 The Neuronal Workspace Model: Conscious Processing and Learning
with �¼ 1 for consecutive areas, 2 for areas two levels
apart in the hierarchy, etc.).

1.38.3.1.4 Spontaneous activity

Although we studied stimulus-evoked activity (see
later discussion), a most important goal of these
stimulations was to also capture spontaneous corti-
cothalamic activity and its modulation with states of
vigilance. We studied two possible sources for spon-
taneous activity, both of which were meant as
theoretical idealizations on a continuum of possibili-
ties. The first case, hereafter the ‘cellular oscillator
model,’ was a purely deterministic model in which
neurons follow simple differential equations incor-
porating persistent sodium and slowly inactivating
potassium currents whose interplay generates intrin-
sic gamma-band oscillations of membrane potential
(Wang, 1993), comparable to those recorded experi-
mentally (Llinas et al., 1998). We also described
another simulation, hereafter called the ‘random
spikes’ model, in which stochastic spontaneous activ-
ity arose from fast random fluctuations in membrane
potential, capturing the joint effects of synaptic and
postsynaptic noise on spike initiation. Both cellular
sources turned out to have a similar effect on global
spontaneous corticothalamic states (for details, see
Dehaene and Changeux, 2005).
1.38.3.2 Minimal Models of Cognitive
Architectures for Effortful Tasks

Another line of models, Type 1 simulations, attempted
to capture behavioral and neuroimaging observations
on higher-level ‘executive’ tasks that depend on pre-
frontal cortex (Dehaene et al., 1998), such as the
Delayed-Response, Stroop, Wisconsin, or Tower of
London tests (Dehaene and Changeux, 1989, 1991,
1997). We have not found it possible to design a
pertinent model of such tasks while working at the
level of detailed spiking neurons and columns. Thus,
those models were of a more abstract nature and
incorporated neural ‘units’ formally similar to single
neurons or clusters whose average firing rate was
simulated by McCulloch-Pitts units. No attempt was
made to capture intracolumnar or thalamic dynamics,
but the network incorporated a series of assemblies
assumed to represent relevant cortical activity at sev-
eral hierarchical levels.
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1.38.3.2.1 Learning by reward

An interesting advantage of these coarser cognitive
models is that they allowed for the simulation of
longer periods of time and, therefore, of selective
learning by reward, which empirically can be accom-
panied by drastic changes in vigilance and conscious
access to task-relevant features. The network received
a reward signal (R) provided after each network
response (R¼þ1, correct; R¼�1, incorrect). This
reward led to two types of internal changes: classical
synaptic weight changes of the Hebbian type, and a
more original hypothesis of direct workspace activity
modulation.
1.38.3.2.2 Synaptic weight changes

In the initial formulation of the theory (Dehaene et al.,
1998) and for simplicity, only the synaptic weights
between two excitatory units were assumed to be
modifiable according to a reward-modulated Hebbian
rule �wpost,pre¼ " R Spre (2 Spost� 1), where R is the
reward signal, pre is the presynaptic unit, and post is
the postsynaptic unit (Dehaene and Changeux, 1989).
1.38.3.2.3 Workspace activity changes

Starting with our earliest modeling approaches
(Dehaene and Changeux, 1989), we have assumed
that reward entry can have either a stabilizing or
destabilizing effect on prefrontal neuron activity. In
Dehaene et al. (1998), we assumed that workspace
neuron activity is under the influence of both vigilance
and reward signals. The vigilance signal V is treated as
having a modulatory influence on all workspace neu-
rons. It is updated after each response: if R > 0, then
�V¼�0.1 V, otherwise �V¼ 0.5 (1�V). This has
the effect of a slowly decreasing vigilance with sharp
increases on error trials. The reward signal R influ-
ences the stability of workspace activity through a
short-term depression or potentiation of synaptic
weights (Dehaene and Changeux, 1989, 1991, 1997).
A plausible molecular implementation of this rule has
been proposed in terms of allosteric receptors
(Dehaene and Changeux, 1989, 1991). It postulates
that the time coincidence of a diffuse reward signal
and of a postsynaptic marker of recent neuronal activ-
ity transiently shifts the allosteric equilibrium either
toward, or from, a desensitized refractory conforma-
tion (Heidmann and Changeux, 1982, see also
Changeux and Edelstein, 2005). Through this chemi-
cal Hebb rule, negative reward destabilizes the self-
sustaining excitatory connections between currently
active workspace neurons, thus initiating a change in
workspace activity.
1.38.4 States of Vigilance as
Spontaneous Thalamocortical Rhythms
and Their Brain Imaging

The simulations of the vigilance states by Dehaene
and Changeux (2005) type 2 modeling incorporate
only minimal physiological mechanisms such as
changes in a single current Ineuromodul, the depolariz-
ing influence of ascending neuromodulation systems
onto thalamic and cortical neurons (Figure 3(a)).
They nevertheless suffice to generate a dynamical
phase transition whose properties bear interesting
similarity with actual empirical observations. We
observed a robust threshold value of ascending neu-
romodulatory signaling beyond which structured
neuronal activity emerged in the form of spontaneous
thalamocortical oscillations in the gamma band
(20–100 Hz, with a peak of the power spectrum
around 40 Hz) (see also Bush and Sejnowski, 1996;
Fuentes et al., 1996). The simulated waxing and
waning synchronous bursts of oscillations bear simi-
larity with empirical observations of transient periods
of thalamocortical resonance, detected as bouts of
gamma-band oscillations using electrophysiological
recordings, for instance in the cat thalamus and
cortex (Steriade et al., 1993; Steriade et al., 1996), or
in humans using electro- and magneto-encephalo-
graphy (Llinas and Ribary, 1993) (Figure 3(b)).
They are proposed to represent the state of con-
sciousness referred to as vigilance.

An original feature of the simulations is to char-
acterize precisely the change in state in terms of a
dynamical phase transition, referred to as a Hopf
bifurcation. The Hopf bifurcation is continuous in
the amplitude of spontaneous activity, which
increases steadily from zero as vigilance increases.
Thus it implements a true continuum of conscious-
ness states, from high vigilance to drowsiness, and the
various states of sleep anesthesia, or coma (Gajraj
et al., 1999; Bonhomme et al., 2000; Sleigh et al.,
2001). However, the Hopf bifurcation is also discon-
tinuous in frequency space as the ascending
neuromodulation increases. This may capture the
observation that, during awakening or returning
from anesthesia, there is a definite threshold for
regaining of consciousness, which coincides with
the threshold for emergence of high-frequency spon-
taneous thalamocortical oscillations.
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Anatomically, the model predicts that in the awake
state, spontaneous activity is present in all areas, but
exhibits a higher degree of organization in higher
cortical association areas, whose neurons are tightly
interconnected by long distance into a global neuronal
workspace and mobilize other low-level areas in a top-
down manner. Thus, the model predicts that brain
territories particularly rich in ‘workspace neurons’
with long-distance connections (i.e., prefrontal, parie-
tal, superior temporal, and cingulate cortices) show the
most intense and consistent spontaneous activity in
the awake state. This prediction fits with the observa-
tion that the ‘baseline’ activity of the awake human
brain at rest points to a network linking dorsal and
ventral medial prefrontal, lateral parietotemporal, and
posterior cingulate cortices (Gusnard and Raichle,
2001; Mazoyer et al., 2001; Raichle et al., 2001)
which constantly fluctuates in synchrony with changes
in electroencephalographic spectral content (Laufs
et al., 2003) and shows the greatest drop in metabolism
during anesthesia, sleep, coma, or the vegetative state
(Maquet and Phillips, 1998; Fiset et al., 1999; Laureys
et al., 2000; Paus, 2000; Balkin et al., 2002; Heinke
and Schwarzbauer, 2002; Shulman et al., 2003). In
striking agreement with the workspace model, volatile
anesthetics have been recently shown to disrupt fron-
toparietal recurrent information transfer at gamma
frequencies in the rat (Imas et al., 2005).
1.38.5 Interactions between External
Stimuli and Ongoing Spontaneous
Activity: Facilitation versus
Competition

A most original aspect of Dehaene and Changeux’s
(2005) type 2 simulations on ongoing spontaneous
activity concerns its interactions with external stim-
uli. These interactions can be facilitatory (higher
spontaneous activity facilitates the detection of
weak stimuli) or inhibitory (very high spontaneous
activity preventing access to other external stimuli).

First, spontaneous activity may affect activation
caused by external stimuli. The model predicts that
ascending neuromodulatory current and the external
input current combine in a smooth and largely addi-
tive fashion. The threshold for conscious access
(ignition) is not fixed, but decreases as vigilance
increases. At one extreme, very low levels of vigi-
lance completely prevent the possibility of ignition,
even by long and intense stimuli. Such stimuli only
lead to a short pulse of activation through the
thalamus and the early sensory areas of the model.
Thus, we expect that early sensory signal can be
processed, while higher cortical ones are attenuated,
during altered states of consciousness. This predic-
tion is consistent with empirical observations of
auditory processing during sleep (Portas et al.,
2000) or the vegetative state (Laureys et al., 2000),
where stimuli activate the thalamus and auditory
cortex, but fail to generate the distributed state of
correlated prefrontal, parietal, and cingulate activity
observed in awake normal subjects. Similar observa-
tions have been made with tactile or pain stimuli,
suggesting that the lack of prefrontal–parietal–cingu-
late ignition is quite characteristic of those states
(Laureys et al., 2002; Laureys et al., 2004).

Pharmacological agents such as nicotine, which
can mimic and potentiate ascending cholinergic sys-
tems, might also have an influence on the perceptual
threshold in visual masking or other psychophysical
tests, which should be measurable both psychophy-
sically and with brain imaging measures of ignition
(e.g., prefrontal–cingulate activity in fMRI, P300 in
event-related potentials). In schizophrenic patients,
subliminal processing is intact, but the threshold
for conscious perception of masked visual stimuli is
increased, possibly relating to an impairment of top-
down prefrontal–cingulate connectivity (Dehaene
et al., 2003b; Del Cul et al., 2006). In such patients,
we predict that nicotine might partially bring the
conscious access threshold back toward its normal
value.

Second, the model predicts that very high levels of
spontaneous activity can prevent ignition by external
stimuli (Figure 4). As mentioned, optical imaging of
visual cortex in anesthetized animals has revealed
structured states of spontaneous ongoing activity,
which have the same global organization as activity
patterns evoked by external stimulation (Tsodyks
et al., 1999; Kenet et al., 2003). Moreover, high levels
of spontaneous activity inhibit the sensory responses
evoked by external stimuli, for instance, by whisker
deflection in somatosensory cortex (Petersen et al.,
2003). Such interactions with ongoing activity can
provide an explanation for the large variability in
spike trains evoked by repeated identical sensory
stimuli (Arieli et al., 1996; Petersen et al., 2003).

The complete blocking of some incoming stimuli
that occurs in the simulations of the model offers
a plausible explanation for the psychological phe-
nomenon of inattentional blindness (Newby and
Rock, 1998). In this phenomenon, human observers
engaged into an intense mental activity (such as
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consciously detect external stimuli during periods of spontaneous thought. This can be reproduced by the simulations. In the
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detecting or counting stimuli of a certain type)
become totally oblivious to other irrelevant stimuli,

even when they occur within the fovea for a long

duration (Simons and Chabris, 1999; Chun and

Marois, 2002). Although inattentional blindness is
typically studied in the laboratory by placing subjects

in a predefined task, the simulations suggest that

spontaneous trains of thought, unrelated to external

stimuli and instructions, may also exert a temporary
blocking. The model predicts that this state should be
characterized by (1) an intense prefrontal–parietal–
cingulate activation by the distracting thought

or object prior to the presentation of the target stim-

ulus; and (2) a proportional reduction of the target-

induced activation to a brief bottom-up activation in
specialized processors. fMRI studies provide direct

support for those predictions (Rees et al., 1999;

Weismann et al., 2005). Future research should

extend those paradigms using time-resolved neuro-
imaging methods such as event-related potentials to
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test the prediction that early bottom-up activation is
preserved, but top-down recurrent reverberations are
suppressed in an all-or-none manner.
1.38.6 Competition between Sensory
Stimuli for Access to Consciousness:
Looking for Objective Records of
Subjective Perception

The model was also studied under conditions simu-
lating a classical perceptual phenomenon referred to
as the attentional blink where two sensory stimuli
compete for access to reportable conscious percep-
tion (Raymond et al., 1992). In a typical experiment,
participants are asked to process two successive tar-
gets, T1 and T2. When T2 is presented between 100
and 500 s after T1, the ability to report it drops, as if
the participants’ attention had ‘blinked.’ In other
words, rather paradoxically, perception of a first
visual stimulus may prevent the subjective percep-
tion of a second one. The paradigm is sufficiently
simple and explicit to study why some patterns of
brain activity have access to subjective experience
and thus to establish, in a causal, mechanistic manner,
a link between subjective reports and objective phys-
iological recordings.

The minimal network proposed (Dehaene et al.,
2003a; Figure 3) is composed of four hierarchical
stages of processing where stimuli T1 and T2 evoke
neuronal assemblies. At the lower level, A and B
correspond to primary and secondary visual areas
and C and D to higher association areas, including
temporal and frontal cortex. At the lower level, the
assemblies do not inhibit each other (see Arnell and
Jolicoeur, 1997), but further on, T1 and T2 reach
higher association areas C and D, where they com-
pete for global access via reciprocal inhibitory
interactions.

With the network placed in a regime of sponta-
neous thalamocortical oscillations, corresponding to
a state of wakefulness (see earlier discussion), one
distinguishes two principal modes of signal proces-
sing by the network. First, let us consider the simple
case where T1, in the absence of competing stimuli,
is consciously perceived. T1 evokes a short burst of
phasic physiological activity that propagates across
the A to D corticothalamic hierarchy. Reaching the
highest cortical levels, the sensory input generates
top-down amplification signals which, about 80 ms
later, cause sustained firing in areas A and B. In a
larger-scale simulation, such a long-lasting dynamic
state would generate brain-scale propagation of
stimulus information into the entire workspace net-
work. It is proposed that this global broadcasting
constitutes the physiological basis of conscious
reportability.

The network also simulates the conditions of the
‘blink’ when T1 and T2 are presented in close suc-
cession. Experimentally it is known that when T2 is
either presented simultaneously with T1, or long
after, it is, in both cases, subjectively perceived. The
network simulation indeed shows that in both condi-
tions, sustained firing supported by joint bottom-up
activation and top-down amplification takes place.
Yet, under conditions of close temporal succession,
a T2 stimulus presented during T1-elicited global
firing elicits bottom-up activation restricted to levels
A and B, but fails to propagate to higher cortical
levels. As a result, the second phase of top-down
amplification does not occur. The T2 stimulus is
blinked from conscious perception (Figure 5).

The simulation predicts that a temporary drop in
firing rate of pyramidal cells coding for T2 in areas C
or D is associated with a loss in performance typical of
the attentional blink. The model also shows a global
drop of power emitted in the gamma band and of
cross-correlations between distant T2-coding neurons.
Thus, several indexes of firing and synchrony all point
to a drop in global activity during the blink, particu-
larly evident in the higher areas C and D.

An original property of the model is the distinction
of two modes of signal processing – a nearest-neighbor
bottom-up propagation of sensory stimulation across
the hierarchy of areas and a long-distance top-down
network that sends amplification signals back to all
levels below it. In particular, it predicts a dynamic
all-or-none bifurcation between the two modes asso-
ciated with different subjective perception of the
stimulus. Indeed, objective physiological data indicate
that during this blink, T2 fails to evoke a P300 poten-
tial, but still elicits event-related potentials associated
with visual and semantic processing (P1, N1, and
N400) (Vogel et al., 1998).

The prediction of an all-or-none loss of conscious
perception and of T2-induced higher-level brain-scale
activation during the attentional blink was tested
experimentally (Sergent and Dehaene, 2004; Sergent
et al., 2005). We used a modified attentional blink
paradigm in which human subjects merely had to
report to what extent they had seen a word (T2) within
a rapid letter stream that contained another target
letter string (T1). To obtain a continuous measure of
subjective perception, subjects were asked to move a
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cursor on a continuous scale, from ‘not seen’ on the left
to ‘maximal visibility’ on the right. The results indicate
that the reported subjective perception during the
blink is indeed all-or-none (Sergent and Dehaene,
2004; Sergent et al., 2005) and relates to the loss of
activation in a distributed, synchronous network pro-
minently involving inferior and lateral prefrontal
cortices as well as anterior cingulate (Marois et al.,
2004; Gross et al., 2004; Sergent et al., 2005; Hommel
et al., 2006).

The model in its simple formulation is coherent
with previous proposals of a role of top-down recur-
rent (Lamme and Roelfsema, 2000), reentrant
(Edelman, 1993), or resonant (Llinas et al., 1998)
connections in the integrative processing of con-
sciously perceived signals. It is also supported by
recent experimental data. Because the blink is attrib-
uted to competition for workspace access, the
proportion of T2 targets that are blinked, as a func-
tion of time, roughly traces the inverse shape of the
neural activity evoked by T1 in higher-level areas C
and D. In actual experiments, similarly, there is an
inverse relation between the P300 waveform evoked
by T1 and the size of the blink (Sergent et al., 2005).
Furthermore, the fMRI activation elicited by T1 in
parietal, frontal, and cingulate areas predicts the size
of the blink (Marois et al., 2000). Last, the timing of
the brain events during the attentional blink using
letter strings was recently resolved by event-related
potentials. The data show that early potentials (P1
and N1) were equally evoked by seen and not seen
words, indicating that these early brain events do not
fit with conscious perception. However, a rapid
divergence was observed around 270 ms, with late
brain events solely evoked by seen words (Sergent
et al., 2005) (Figure 5). The data are thus fully con-
sistent with the proposal of the model (Dehaene et al.,
2003a) that top-down amplification signals and sus-
tained firing into the workspace network constitutes
the physiological basis of conscious reportability.

Although there have been no single-neuron record-
ings during the attentional blink, the simulated profiles
of single-neuron activity to seen and blinked T2 targets
can be compared to electrophysiological recordings
obtained in other paradigms of conscious and uncon-
scious processing. In perceptual areas A and B of the
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model, neurons fire phasically in tight synchrony with
the stimulus, then show a broader period of late ampli-
fication only in seen trials, not in blinked trials. This
parallels experimental recordings in areas V1 and IT
under conditions of inattention, reduced contrast, mask-
ing, or anesthesia, where late amplification occurs only
for reportable stimuli (Lamme and Roelfsema, 2000;
Super et al., 2001; Lamme et al., 2002). The presently
available physiological data are thus consistent with the
proposal of the neuronal workspace model that con-
scious access of reportable signals is a sudden self-
amplifying bifurcation leading to a global brain-scale
pattern of activity in the workspace network.
1.38.7 Preconscious States
of Activity

Despite considerable progress in the empirical research
on the brain imaging of conscious perception, debates
have arisen about the coherence of these data. For
instance, some researchers emphasize a correlation of
conscious visual perception with early occipital events
(Zéki, 2003), others with late parietofrontal activity
(Sergent et al., 2005). Also, following Weiskrantz
(1997), we insisted on the notion that subjective reports
are the basic criterion that can establish whether a
percept is conscious or not. Yet, the philosopher Ned
Block (2005) has suggested that in reality, we may
experience conscious experiences that are richer in
content than what we can report. For instance, when
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- Depth of processing depends on
  attention and task set
- Activation can reach semantic level
- Short-lived priming
- No durable frontoparietal
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- No reportability
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an array of letters is flashed, viewers claim to see the

whole array, although they can later report only one

subsequently cued row or column. The initial proces-

sing of the array might already be considered as

‘phenomenally’ conscious though not ‘seen’ in a fully

conscious manner (Lamme, 2003; Block, 2005).
We have expressed our disagreement with the

phenomenal/access distinction, whose empirical

testability is debatable, and have argued instead that

within nonconscious processing, one must introduce

a transient preconscious state of activity in which

information is potentially accessible, yet not accessed

(Dehaene et al., 2006). This led to the formal distinc-

tion (Dehaene et al., 2006) (Figure 6) within

nonconscious information processing of:

(1) Subliminal processing of input signals that
may occur when bottom-up activation is insufficient

to trigger a large-scale reverberating state. The

described simulations of a minimal thalamocortical

network (Dehaene and Changeux, 2005) show that

in a global network of neurons with long-range axons

exhibiting nonlinear self-amplifying properties, a

well-defined dynamic threshold exists beyond which

activity quickly grows until a full-scale ignition is

seen, while a slightly weaker activation quickly

dies out.
(2) Preconscious processing, a term coined to design
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from a lack of top-down attentional amplification, for
example, owing to transient occupancy of the central
workspace system (see preceding discussion and
Dehaene and Changeux, 2005). The formal analysis
of the attentional blink and inattentional blindness
paradigms, indeed, has shown that even strong visual
stimuli may remain temporarily preconscious. They
are potentially accessible (they could quickly gain
access to conscious report if they were attended), but
they are not consciously accessed at the moment. At
the neurocomputational level, preconscious proces-
sing is proposed to involve resonant loops within
medium-range connections which maintain the repre-
sentation of the stimulus temporarily active in a
sensory buffer for a few hundred milliseconds.

In a fair attempt to establish objective recordings of
subjectively reported conscious perception, these
various conditions have to be experimentally and
theoretically examined. In particular, other indepen-
dent methods for decoding conscious states based, for
instance, on trained pattern classifiers of fMRI or
alternative physiological signals might be used to
‘objectively’ track signal processing in the course of
conscious perception (Haynes and Rees, 2005, 2006),
thus offering closer tests of the theoretical models.
1.38.8 Performance of an Effortful
Deduction Task: The Stroop Task

Our modeling approach was developed along two
distinct lines: type 2 models were intended to capture
some fine-grained physiological characteristics of
neuronal firing trains and event-related potentials
during conscious and subliminal perception. These
simulations therefore necessarily incorporated con-
siderably more physiological details of receptor types
and cortical layers, but were not extended in a brain-
scale architecture solving a precise task (e.g.,
Dehaene et al., 2003a; Dehaene and Changeux,
2005). On the other hand, the type 1 models were
intended to describe an entire task-related cognitive
architecture and thus focused more on global con-
nectivity than on fine physiological details (e.g.,
Dehaene et al., 1998). The Stroop task (McLeod,
1991) was selected as a simple experimental para-
digm where a subject has to make a decision about
the meaning of a written word under conditions
where interference may occur. For instance, the sub-
ject is asked to give the color of the ink with which a
color word is printed, and the meaning of the word
may differ from the actual color of the printed word.
Under this last condition, the subject has to make a
conscious effort to give the correct response. The task
was originally simulated with the standard neuronal
workspace model (Dehaene et al., 1998), in which four
input units were dedicated to encoding four color
words, four other input units encoded the color
of the ink used to print the word, and four internal
units corresponded to the four naming responses.
Routine color naming and word naming are imple-
mented by direct one-to-one connections between
these units and the corresponding output naming
units. Workspace activation is not needed for any of
these tasks. However, the effortful task (color naming
with word interference) consists of providing conflict-
ing word and color inputs and rewarding the network
for turning on the naming unit appropriate to the ink
color. When the naive network is switched to the
effortful condition, an initial series of errors takes
place as the network steadily applies the routine
naming response. Yet, the delivery of negative reward
leads to an increase in vigilance and to the sudden
activation of variable patterns among workspace units
resulting in a search phase for the next �30 trials.
Workspace activation varies in a partly random man-
ner as various response rules are explored, but the
workspace activation patterns that lead to activating
the incorrect response unit are negatively rewarded
and tend to be eliminated in subsequent trials
(Figure 7). Eventually, the network settles into a
stable activation pattern, with a fringe of variability
that slowly disappears in subsequent trials. This stable
pattern, which leads to correct performance, is char-
acterized by the differential amplification of the
relevant word units relative to color units and by
strong excitatory connections among active work-
space units maintaining the pattern active in the
intertrial interval.

Following the search phase, the network goes
through a phase of effortful task execution in which
workspace activation remains indispensable to correct
performance. During this phase, workspace activity
remains high, even on occasional trials in which the
word and ink color information do not conflict. When
performance is correct for a series of consecutive trials,
vigilance tends to drop. However, any lapse in work-
space activation is immediately sanctioned by an error.
Each error is immediately followed by an intense
reactivation of the workspace. Progressively, though,
the task becomes routinized as the Hebbian rule
applied to processor units tends to increase the
color-to-name connections and to decrease the
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word-to-name connections. Routinization is charac-
terized by increasingly longer periods of correct
performance in the absence of workspace activation.

The key empirical prediction of our hypothesis in
the domain of brain imaging is the existence of a
strong correlation between cortical areas that are
found active in conscious effortful tasks and areas
that possess a strong long-distance corticocortical
connectivity (Figure 7). The global activation of
neurons dispersed in multiple cortical areas is
expected to be visualized as a temporary increase in
the long-distance coherence of brain activity in elec-
tro- and magnetoencephalography or in studies of
functional connectivity with fMRI.

The model also predicts that areas rich in work-
space neurons will appear as suddenly activated
when a novel, nonroutine task is introduced while
being absent during routine tasks and will vary semi-
randomly during the initial learning of a novel task.
The level of activation should be high and stable
during execution of a known but not yet routinized
effortful task and should decrease during routiniza-
tion, but should resume sharply following an error.

Brain-imaging experiments indicate that the
workspace network which includes dorsolateral pre-
frontal cortex (dlPFC) and anterior cingulate (AC)
is active in effortful cognitive tasks, including
the Stroop test, with a graded level of activation
as a function of task difficulty (Pardo et al., 1990;
Cohen et al., 1997; Paus et al., 1998). With automati-
zation, activation decreases in dlPFC and AC, but
it immediately recovers if a novel, nonroutine situa-
tion occurs (Raichle, 1994). AC activates in tight
synchrony with subjects’ errors (Dehaene and
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Cohen, 1994; Carter et al., 1998). Data consistent with

the model have been recently obtained with a rather

elaborate reward-based logical deduction task

referred to as ‘master-brain’ task (Landmann et al.,

2006). In the course of this trial-and-error learning

process, the subjects have to infer the identity of an

unknown four-key code on the basis of successive

feedback signals but also through internal autoeva-

luation deductions. This search period is followed by

a routine period during which subjects merely

repeatedly execute the identified sequence. fMRI

measurements reveal a sudden activation during

search of the expected workspace circuits which

include bilateral frontoparietal (particularly the lat-

eral orbitofrontal and dorsolateral prefrontal cortex)

and anterior cingulated cortex, striatum, and mid-

brain together with the cerebellum (Figure 8). This

activation collapses during ensuing periods of routine

sequence repetition. Furthermore, examination of
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place tacitly according to an autoevaluation process.
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which was not taken into consideration in the detailed
model of access to consciousness, becomes accessible
on both theoretical and experimental grounds.
1.38.9 The Evolution of
Consciousness

1.38.9.1 Animal and Human
Consciousness

Since the provocative statements of Thomas Huxley
that ‘‘we are conscious automata,’’ that ‘‘brutes’’ share
consciousness with humans (1874) and that ‘‘all states
of consciousness in us, as in them, are immediately
caused by molecular changes of brain substance,’’
nonhuman species and especially laboratory animals
have served as experimental models for the scientific
investigation of behavior but also of animal conscious-
ness (Thorndike, 1898; Yerkes, 1916; Barresi and
Moore, 1996; Jasper, 1998; Koch, 2004; Changeux,
2006). In the framework of the present discussions
about neurocomputational models of consciousness,
a first challenging issue is thus to what extent the
neuronal workspace model may be usefully exploited
to define and evaluate consciousness in animals. A
second related question is whether or not functionally
homologous (rather than analogous) neural structures
might be at work in these nonhuman species. Answers
to both questions are of importance, in particular if
one wishes to use laboratory animals like the mouse as
experimental models to investigate the neural bases of
consciousness (see Changeux, 2006).

As early as 1921, the Italian neurologist Luigi
Bianchi stated that ‘‘among the phenomenal factors
of the activities of living organisms’’ arises a ‘‘bond of
coherence’’ which ‘‘progresses with the development
and complexity of living organisms and of their ner-
vous system’’ that he referred to as consciousness. He
further specified that ‘‘the dawn of higher conscious-
ness coincides with the apparition of the frontal lobes
in the evolution of the brain’’ and also noted their
‘‘inhibitory power’’ and their capacity for ‘‘intellec-
tual syntheses.’’ Bianchi in many respects anticipated
several of the presently suggested ideas and theories
about consciousness (Changeux, 1983; Shallice, 1988;
Edelman, 1989; Crick, 1994; Crick and Koch, 2003;
Dehaene and Changeux, 2004; Changeux and
Edelstein, 2005; Naccache, 2005; and Naccache
et al., 2005, among many others). Following these
views, one may then argue that lower species like
mice, or even birds, which have a reduced or even
absent prefrontal cortex – a critical component of the
neuronal workspace circuits – have little if any con-
sciousness. Would experimental and theoretical
investigations with the laboratory mouse be simply
irrelevant to a scientific investigation of conscious-
ness (see Block, 2005)?

It is of interest to reevaluate these issues in the
framework of the neuronal workspace model with
nonhumans as well as with humans in the course of
both ontogenetic and phylogenetic evolutions. A first
point to note is that looking at the developing human
infants, Preyer already stated in 1894, ‘‘There is not
the least reason for assuming in advance that every
human being comes into the world endowed with
complete consciousness of self ’’ and ‘‘there are several
grades of consciousness.’’ Developmental studies with
humans from the newborn to the adult (Zelazo, 1996;
Lagercrantz et al., 2002; Zelazo, 2004; Johnson, 2005;
Lagercrantz, 2005; Bartocci et al., 2006) reveal with-
out ambiguity that, beyond its diverse definitions,
consciousness cannot be viewed as an irreducible
and unique global entity. A similar conclusion
emerges from ethological and experimental studies
with evolutionarily distant species, such as mice,
monkeys, and apes (see Boakes, 1984; Trivers, 1985;
Barresi and Moore, 1996; Changeux, 2002).
Comparative analysis of these systems suggests a
breakdown of consciousness into multiple nested hi-
erarchical levels. Here, we tentatively propose a first
classification into four levels, all the while realizing
that it remains necessarily arbitrary and simplistic
(see Changeux, 2006). Note that these represent land-
mark points on a continuum rather than sharp
distinctions, because our goal is to emphasize a con-
tinuity of phylogenetic and ontogenetic stages to full-
blown adult human consciousness. The proposed
levels comprise:

a. A lower level of minimal consciousness for sim-
ple organisms, like rats or mice, which undergo
cycles of sleep and wakefulness, possess the capacity
to display spontaneous motor activity and to create
representations, for instance from visual and auditory
experience, to store them into long-term memory
and use them for approach and avoidance behavior;
these organisms exhibit what is referred to as
exploratory behavior (see Thinus-Blanc et al., 1996;
Granon et al., 2003); they are amenable, as humans, to
trace conditioning (which in humans requires aware-
ness) and to delay conditioning (which does not)
(Han et al., 2003). These organisms do not make
reference to an explicit sense of self and display
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minimal social interactions.

In humans, the 25- to 30-week preterm fetus pro-

cesses tactile and painful stimuli in the sensory cortex

(see brain imaging studies by Bartocci et al., 2006)

and might thus perceive pain when awake; he/she

might have reached a stage of brain maturation anal-

ogous (though not identical) to that of a newborn rat/

mouse (see Lagercrantz, 2005).
b. Basic consciousness, present, for instance,

in vervet monkeys (possibly also in some birds),

manifests itself by functional use of objects, protode-

clarative pointing, and searching for hidden objects;

organisms at this level may display elaborate social

interactions, imitations, social referencing, and joint

attention; they possess the capacity to hold several

mental representations in memory simultaneously

and are able to evaluate relations of others to self.

In humans, newborn infants exhibit, in addition to

sensory awareness, the ability to process memorized

mental representations (e.g., of a pacifier), to express

emotions, and to show signs of shared feelings or

empathy (Singer, 2006). Even newborns differentiate

between self and nonself touch (Rochat, 2003) and

imitate the tongue protrusion of an adult (Meltzoff,

1990). At a few months of age, responses to novelty

are present and include a late negativity wave which

has been tentatively assigned to prefrontal cortex

(Dehaene-Lambertz and Dehaene, 1994; Reynolds

and Richards, 2005). Prefrontal cortex is active in

response to speech, but only in awake infants, not

when asleep (Dehaene-Lambertz et al., 2002). Thus

access of sensory information to consciousness may

already be present, though capacities for internal

manipulations in working memory are reduced if

not absent.
c. Explicit self-consciousness develops in infants

at the end of the second year, together with working

and episodic memory and language; it is character-

ized by self-recognition in mirror tests and by the use

of single arbitrary rules with knowledge of one’s own

behavioral potential and self–other distinction; to

some extent chimpanzees might reach this level (see

Boakes, 1984).
d. Reflective consciousness with theory of mind

and full conscious experience, first-person ontology,

and explicit report, is unique to humans and develops

after 3–5 years in children.

Examination of this first preliminary classification

leads to a simple and unambiguous conclusion. First,

adult human consciousness develops progressively,
starting from rather rudimentary dispositions in
the newborn. Second, mice and rats do not go far
beyond the level of minimal consciousness.
1.38.9.2 Minimal Consciousness in Mice
and Rats

Careful examination of mouse and rat behavior (see
Brown and Bowman, 2002; Granon et al., 2003; Han
et al., 2003) in the context of the neuronal workspace
and as possible models of human psychiatric disor-
ders (see Granon and Changeux, 2006) leads to the
following conclusions.

a. Multiple states of consciousness (such as wake-
fulness, sleep, coma, general anesthesia, epileptic
seizures) and the regulation of their reversible transi-
tions occur in the mouse, as in all mammals, including
humans. The circadian sleep–waking cycle mobilizes
rather universal mechanisms (Llinas and Steriade,
2006) and is controlled throughout vertebrate species
by brainstem reticular formation and intralaminar
nuclei of the thalamus (Bogen, 1995; Jones, 1998)
with complex patterned releases of neuromodulatory
substances. For instance, in the framework of the
current studies on nicotinic acetylcholine receptors
(nAChR) (Changeux and Edelstein 2005), gene inac-
tivation studies demonstrate the positive contribution
of the �2 subunit of the nAChR to the phasic expres-
sion of arousal promoting mechanisms by endogenous
acetylcholine (Cohen et al., 2002; Léna et al., 2004),
and similar phenotypes as those noticed in the knock-
out mice are observed after chronic in utero exposure
of the fetus to nicotine (Cohen et al., 2005). These
mice thus offer a plausible animal model of sudden
infant death syndrome, whose prevalence is known to
increase in smoking pregnant women (Cohen et al.,
2005).

The use of the neuronal workspace formalism (see
Dehaene and Changeux, 2005) might, in this respect,
be of some help. One may, for example, view the
various graded states of consciousness (from deep
anesthesia and coma to full awareness) as directly
related to the spontaneous activity of recurrent tha-
lamocortical loops and reticular thalamic nuclei (see
Llinas and Paré, 1991; Steriade et al., 1993) as
described in the model. Conclusively, the description
of the neural mechanisms involved in the transition to
wakefulness appears relevant to the case of the mouse
as well as its application to models of human
pathologies.
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b. Delayed-response tasks, exploratory behavior,
and flexible goal-directed behaviors. Since the early
1990s (Kolb, 1990), a rich body of behavioral and
pharmacological observations has revealed that rats
display working memory, attentional processes, and
flexible goal-directed behavior which rely on the con-
tribution of the prefrontal cortex (Kolb, 1990). For
example, rats may perform an effortful, counterin-
stinctive, delayed-response task referred to as
delayed matching-to-sample that lesions of the pre-
frontal cortex selectively impair, at variance with a
spontaneous delayed nonmatching-to-sample task
(Granon et al., 1994). Moreover, in these pioneering
studies, it was already shown that cholinergic path-
ways (Nordberg and Winblad, 1986; Levin, 1992) and
specifically their nicotinic component selectively con-
trol these cognitive processes (injection of neuronal
bungarotoxin into the prelimbic area of the prefrontal
cortex selectively impairs the task) (Granon et al.,
1995).

In the mouse, exploratory activity is a spontaneous
behavior (Thinus-Blanc et al., 1996; Poucet and
Herrmann, 2001) that serves to gather and store spa-
tial information which allows allocentric coding of
space, itself necessary for flexible navigational pro-
cesses. Quantitative analyses (Faure et al., 2003) with
mice lacking the high-affinity nAChR further reveal
that the balance between navigation and exploration
shifts in favor of navigation to the detriment of more
precise exploration of the environment. Additional
comparative studies including several objects presen-
tations in an open-field arena and elementary social
behavior (between a test resident mouse and a social
intruder) revealed that mice deleted for the nAChR
�2 subunit are more rigid and exhibited less behav-
ioral flexibility than wild-type mice (Granon et al.,
2003; Maskos et al., 2005). The prefrontal cortex is
particularly reduced in size in the mouse, yet its
lesions (Granon, unpublished) cause evident deficit
in the aforementioned conflict-resolution situations
and, moreover, create a behavioral phenotype which
displays several features in common with the loss of
�2-nAChR.

These studies unambiguously demonstrate: (1) the
specialization of neural circuits engaged in such
executive functions which most often (though not
always) mobilize the prefrontal cortex; (2) the
gating of these functions by nAChRs activated
through endogenously released acetylcholine; and
last, (3) the intimate relationships between reward
and cognition evidenced by the joint recovery of
exploratory behavior and reward functions by the

targeted reexpression of the �2 subunit in the ventral

tegmental area dopaminergic nucleus (Maskos et al.,

2005).
In conclusion, mice under these experimental

conditions do far more than to simply react to sen-

sory information. They engage in complex extended

behaviors geared toward far-removed goals and

sensitive to rewards. Using the word of Denton

(2005), they would display some kind of curiosity

being able to orchestrate locomotor behaviors

according to what might tentatively be named – at

our own risks – conscious intentions. Moreover most,

if not all, of all these behaviors need the integrity of

the prefrontal cortex. Even if in the case of rats and

mice the exact homologies with primates and humans

prefrontal cortex areas are still debated (Brown and

Bowman, 2005), one may – still hypothetically –

propose that the flexible goal-directed behaviors

examined with the mouse fall into the category of

conscious processes described by the neuronal work-

space model.
The model was primarily designed to account

for access to consciousness and reportability (see

Dehaene et al., 1998). Reporting responses have

been demonstrated with some animal species, for

instance, using a commentary key (Weiskrantz,

1991; Cowey and Stoerig, 1995) in the case of ma-

caque blind-sight. Yet, a still unanswered question is

whether or not reportability can be demonstrated in a

species like the mouse. In any case, the invention of a

reliable assay with this species is urgently needed. In

conclusion, the neuronal workspace model obviously

deals with important features of minimal consciousness.

It accounts, for instance, for the active maintenance

of abstract rules through top-down amplification and

the flexible control of tasks that require a novel

interconnection of existing processors as it typically

occurs in the Stroop task (see earlier discussion) as

well as with the aforementioned mice behaviors. It

deals, a fortiori, with the active maintenance of infor-

mation during a delay period (see Han et al., 2003;

Koch, 2004). Even though the relevant simulations

have not been carried out, the neuronal workspace

architecture should adequately fit exploratory behav-

ior and offer an appropriate mechanism for the

ultimate stage of spatial processing introduced

by Poucet’s model (1993) where, in a workspace

homologue, unified location-independent represen-

tations with one unique reference direction are being
built.
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1.38.9.3 Social Relationships
and Consciousness

The hierarchical scale of levels of consciousness men-
tioned at the beginning of this section underlines the
importance of social interactions to the extent that
empathy was viewed as a characteristic feature of
newborn consciousness. Social organisms, including
humans, represent intentional relations of themselves
and other agents, yet at different levels. They unam-
biguously distinguish their own intentional relations
(or first-person information) from the qualitatively
different information available about other agents’
intentional relations (or third-person information). In
this respect, one should remember that the analysis of
the exploratory behavior leads to the distinction
between allocentric and egocentric motor behavior
in the mouse (Rondi-Reig et al., 2006), pointing to
the still highly speculative occurrence of a self. In the
mouse, such self is primarily oriented toward the outer
physical world, though empathy to pain has been
recently reported in the mouse (Langford et al.,
2006). No evidence was found at this stage with the
mouse for comparability between the actions of self
and others, as is found in higher species, and no sign of
imitating goal-directed activity or of understanding
the viewpoints of others was observed (Barresi and
Moore, 1996). In other words, the presently available
evidence does not support the occurrence of authentic
social relationships in the adult mouse.

The human infant at birth is already at a stage more
advanced than the adult mouse; in this respect, as
mentioned earlier, he or she may already distinguish
between his own and others’ movements, in particular
by touch, and the newborn displays rudiments of imi-
tations (Meltzoff and Gopnik, 1993; Barresi and
Moore, 1996; Lagercrantz, 2005). Moreover, human
neonates display emotional contagion by responding
more with crying when hearing another newborn cry-
ing than when hearing white noise or their own cry
(see Decety and Jackson, 2004). Thus, the mouse can-
not be a good animal model to investigate intentional
relations and social understanding whose highest level
is reached exclusively in humans. On the other hand, it
may serve as baseline to define the elementary neural
circuits mobilized by these social relationships in
higher mammals and humans.

Extension of the neuronal workspace model to
these issues may help in the definition of the minimal
components of neural networks able to simulate what
may be referred to as social consciousness. One has
first to realize that several successive hierarchical
levels have to nest the basic states of consciousness of
the newborn to reach the full reflective consciousness
of the human adult. They include imitation, social
referencing, and joint attention, but also what is
referred to as the standard theory of mind (see
Premack and Woodruff, 1978; Baron-Cohen et al.,
2000; Frith and Frith, 2003; Gusnard, 2005). This
disposition to represent other people’s intentions and
beliefs, commonly referred to as propositional atti-
tudes, mobilizes circuits distinct from empathy
(Singer, 2006). It develops relatively late in the child
(4–5 years), long after empathy. Moreover, both empa-
thy and mentalizing are the objects of a severe
maturation before the child reaches the stage of reflec-
tive consciousness; it includes in particular the general
use of symbols (linguistic or not). Interestingly, this
evolution through childhood and adolescence is
accompanied by a nonlinear loss of gray matter in
the cerebral cortex linked to the selective stabilization
(pruning) of synapses (Giedd et al., 1999a,b; Singer,
2006), which takes place during postnatal develop-
ment (see Changeux, 1983, 2004).

Considerable work has to be developed to estab-
lish a useful match between an extended neuronal
workspace model and reflective consciousness.
1.38.9.4 The Neuronal Workspace
and Human Pathologies

On the clinical side, the neuronal workspace model
offers simple interpretations of a variety of human
pathologies which cannot be reviewed here. For
instance, the neuronal workspace model may account
for characteristic deficits caused by frontal lobe
lesions in performing delayed-response tasks like the
Wisconsin card sorting task (Dehaene and Changeux,
1991) or the Stroop task (see the first simulations of the
model; Dehaene et al., 1998) and/or in working mem-
ory or declarative memory tasks (Squire, 1987–1988;
Ungerleider, 1995; Naccache, 2005; Zeman, 2005).

Frontal lobe pathology is also associated with
senescence and dementia (Parkin and Walter, 1992).
Particularly relevant to the theory is the case of
frontal lobe dementia. This degenerative disease is
characterized by apathy, unconcern, disinhibition,
distractibility, loss of social awareness, and loss of
emotional empathy (Brun, 1987; Neary et al., 1988;
Baker et al., 2006). Interestingly, it can be caused by
either a mutation in the microtubule-associated pro-
tein tau at Chr17q21 (characterized by cytoplasmic
neurofibrillary inclusions) or a null mutation in the
gene of a growth factor, progranulin, at the Chr17q21
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31 locus (characterized by ubiquitin–immunoreactive
neuronal inclusions) (Baker et al., 2006; Mackenzie
et al., 2006). It manifests itself by a selective loss of
layers 2 and 3 pyramidal cells of the prefrontal cortex,
the long axon neurons which were postulated as the
basic anatomical components of the workspace circuits
(Dehaene et al., 1998). In other words, this disease
offers a striking example of a genetic dissection of
the neuronal workspace in the adult human brain.

Impairments at the level of workspace neurons
might also shed some light on the cognitive deficits
underlying psychiatric diseases such as schizophre-
nia. Indeed, cognitive deficits in schizophrenia often
affect a broad variety of cognitive tests, and thus
may fit better within the present perspective than
within the classical neuropsychological perspective,
whereby an individual patient’s deficits are explained
by a local impairment within a modular architecture
of specialized subsystems. Many neuroimaging stud-
ies suggest decreased frontal and anterior cingulate
activation in schizophrenia, as well as decreased
long-distance connectivity (Andreasen et al., 1997;
Friston, 1998). Furthermore, a dissociation between
preserved subliminal processing and impaired con-
scious access has been reported: the threshold for
masking is systematically elevated in schizophrenia,
and preserved visual, semantic, and even motor
priming suggest that this deficit is due to a central
integration impairment, not a basic sensory impair-
ment (Dehaene et al., 2003; Del Cul et al., 2006).
Interestingly, similar deficits of access to conscious-
ness are also seen in patients with early multiple
sclerosis (MS) and diffuse white matter damage
(Reuter et al., 2007). The parallels between MS and
schizophrenia, and the conceptualization of at least
part of their cognitive deficits as affecting a global
workspace for flexible conscious processing, offer
interesting avenues for future research.

Another consequence of the workspace theory is
that it leads to a plausible interpretation of drug
(e.g., nicotine) addiction. Addiction may indeed be
viewed as an escape from the voluntary control of
drug taking behavior, for instance, as a consequence
of the disconnection of a reciprocal-loop linking the
neuronal workspace circuits, including prefrontal
cortex, dopaminergic neurons, and striatum, thus
uncovering the compulsive nonconscious aspect of
drug addiction (for discussion see Gutkin et al.,
2006).

Moreover, as noted earlier, the nicotinic receptor
knockout mice which are compulsively navigating
without pausing for exploration may offer an animal
model for human attention-deficit/hyperactivity dis-

order behavior, for which hyperactivity symptoms are

known to improve with nicotine treatment (Shytle

et al., 2002; Granon and Changeux, 2006).
Last, the differential role of the ventral tegmental

area in the recovery of some aspects of cognitive

functions in the mouse by local reexpression of nico-

tinic receptors (Maskos et al., 2005) points to an

analogy with the human disease called auto-activa-

tion deficit described by Laplane and Dubois (2001).

Human patients display a characteristic inertia—they

stay at the same place all day long without signs of

spontaneous activity but may perform complex activ-

ities when stimulated. They show an empty mind for

hours yet without cognitive impairment but with

stereotyped activities and flattened affects. Their def-

icit is caused by striatopallidal lesions accompanied

by frontal hypometabolism, suggesting, as in the case

of the mouse model, a close link between reward and,

here, the content of consciousness.
These are a few examples of human pathologies in

which the Neuronal Workspace model offers simple

and productive interpretations.
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Léna C, Popa D, Grailhe R, Escourrou P, Changeux J-P, and
Adrien J (2004) Beta2-containing nicotinic receptors
contribute to the organization of sleep and regulate putative
micro-arousals in mice. J. Neurosci. 24: 5711–5718.

Levin ED (1992) Nicotinic systems and cognitive function. J.
Neurobiol. 53: 633–640.

Livingstone MS and Hubel DH (1981) Effects of sleep and
arousal on the processing of visual information in the cat.
Nature 291: 554–561.
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