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ABSTRACT A model for formal neural networks that
learn temporal sequences by selection is proposed on the basis
of observations on the acquisition of song by birds, on se-
quence-detecting neurons, and on allosteric receptors. The
model relies on hypothetical elementary devices made up of
three neurons, the synaptic triads, which yield short-term
modification of synaptic efficacy through heterosynaptic inter-
actions, and on a local Hebbian learning rule. The functional
units postulated are mutually inhibiting clusters of synergic
neurons and bundles of synapses. Networks formalized on this
basis display capacities for passive recognition and for pro-
duction of temporal sequences that may include repetitions.
Introduction of the learning rule leads to the differentiation of
sequence-detecting neurons and to the stabilization of ongoing
temporal sequences. A network architecture composed of three
layers of neuronal clusters is shown to exhibit active recognition
and learning of time sequences by selection: the network
spontaneously produces prerepresentations that are selected
according to their resonance with the input percepts. Predic-
tions of the model are discussed.

The central nervous system does not process information
under conditions of static equilibrium, but is in constant
dynamic interaction with the outside world and possesses the
striking faculties to recognize, store, and produce temporal
patterns (1). Yet the many attempts to model neural networks
such as the Boltzmann machine (2) or the Hopfield model (3)
dealt with systems under static conditions. Models of dy-
namic behavior have been suggested (4-9), but most are
grounded on rather ad hoc assumptions on the architectures
of the networks or on the learning rules.

In this communication, we propose a model of formal
neural networks that learn temporal patterns on the basis of
a set of biologically plausible assumptions. Following our
current hypothesis (10, 11), storage of sequences in such
networks does not take place as a passive instructive print but
is rather the result of active selection (10, 12) among spon-
taneously generated prerepresentations.

Biological Premises

The model rests upon the following biological premises.
Premise 1. Acquisition of Song Behavior in Birds. Singing

behavior in birds like Melospiza georgiana or Melospiza
melodia is acquired in two distinct phases (13, 14): a sensory
phase, during which the bird hears and memorizes adult
songs, and a sensory-motor (or imitation) phase, during
which the bird attempts to imitate the memorized songs. The
imitation phase starts with the production of almost unstruc-
tured utterances named subsong. The next step is plastic
song, where syllables can be identified, but in a number four

to five times larger than required to cover the adult species
repertoire (overproduction) (13). Finally, the "crystalliza-
tion" of the adult song is accompanied by the elimination of
the superfluous syllables (selective attrition) (13). Although
the picture is obviously more complex in the case of human
language acquisition, a parallel between baby babbling and
bird subsong has been drawn (13).

Premise 2. Sequence-Specific Neurons. In one of the nuclei
involved in bird-song production, referred to as HVc, single-
cell recordings show discharge patterns temporally linked to
syllable production, some of them with a high degree of
selectivity for a given syllable. Many neurons of HVc also
respond to auditory features. A number of them, called
song-specific neurons (13, 15), detect sequences of syllables.
Sequence-detecting neurons have also been identified in
other systems, such as visual systems (16) or the auditory
cortex of the bat (17).

Premise 3. Allosteric Receptors as Regulators of Synaptic
Efficacy. The known postsynaptic receptors for neurotrans-
mitters are allosteric proteins (18, 19) that carry several
categories of distinct binding sites and may exist under
several interconvertible conformations. For instance, the
channel-linked nicotinic acetylcholine receptor undergoes
conformational transitions between at least four states: a
resting state (R), an open, active state (A) (activation reac-
tion), a rapidly desensitized state (I), and a slowly desensi-
tized state (D) (desensitization reactions) where the ion
channel is closed. The transitions between the last two states
(respectively, potentiation and depression), are slower than
the activation reaction and can be modulated by chemical
effectors or by the electrical potential. It thus offers a simple
mechanism for the regulation of the efficacy of a given
synapse by the activity of another synapse (heterosynaptic
regulation) (20), a feature that has been experimentally
observed in several systems (21, 22).

Model

The proposed model is based on the following assumptions.
Assumption 1. The Synaptic Triad. The efficacy of a

synapse of neuron A on neuron B can be influenced by the
activity of a third neuron C, called a modulator (20). The
ordered triplet of neurons A-B-C will be called a "synaptic
triad" (Fig. la) if the following conditions are met: (i) the
synapse of neuron A on neuron B is excitatory, (ii) prolonged
activity of neuron C (on the order of 0.1 sec) causes the A-B
synaptic efficacy to increase toward a maximum value, and
(iii) long-lasting rest of neuron C causes this efficacy to drop
toward a minimal value.

Postsynaptic neuron B of a synaptic triad A-B-C behaves
as a sequence detector on neurons C and A: neuron A has no
influence on the activity of B, unless synapse A-B has been
potentiated-that is, unless neuron C has just been active.
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FIG. 1. (a and b) Formal representation and molecular imple-
mentation of a synaptic triad. A, presynaptic neuron; B, postsynaptic
neuron; C, modulator. Signals from synapse C-B modulate the
efficacy of synapse A-B via allosteric transitions of the postsynaptic
receptor. Neuron B detects a transition of activity from neuron C to
neuron A. (c) Architecture of an active recognition network. Each
circle represents a neuronal cluster. Percepts are imposed on the
perceptual layer. Internal clusters produce hypotheses or prerepre-
sentations on the incoming signal. Resonance between internal and
external signals takes place in the input clusters.

Temporal constraints are (i) that activity in neuron C imme-
diately precedes activity in neuron A and (ii) that activity in
neuron C lasts a critical duration w0.1 sec.
A simple molecular illustration of the synaptic triad (for

other possibilities, see ref. 22) is the regulation of the
conformational states of an allosteric receptor in the
postsynaptic membrane of synapse A-B by a signal produced
by a second synapse, synapse C-B (Fig. lb). Such a signal
may modulate the efficacy of the synapse A-B via diffusible
chemical messengers, which may or may not include covalent
modification, that would favor the rapidly desensitized (I)
state of the receptor. For simplicity, we adopt the idealized
situation where synapse C-B has a negligible efficacy on the
electrical potential of neuron B.
Again to simplify, we define by activity the binary param-

eter describing the presence or absence of the high-frequency
firing of a given neuron. In the present state of modeling,
single action potentials are not considered to be repre-
sentative parameters.
Assumption 2. Clusters of Synergic Neurons and Intercluster

Bundles. The neural network considered here is formed of
juxtaposed clusters of synergic neurons [see also Edelman's
"groups' (12)]. For instance, each cluster is composed of
-100 neurons, which are densely interconnected by excita-
tory synapses. Activity of a cluster is defined as the fraction
of active neurons in the cluster and is, therefore, a continu-
ous, not a binary parameter. Intracluster excitatory synapses
generally provide two stable states of activity: most neurons
are active, or most neurons are resting. These states are
weakly sensitive to the presence of noise or the loss of single
neurons or synapses.

Extracluster synapses link clusters into a neuronal assem-
bly. The level of description chosen is that of ensembles of

synapses. The ensemble of all nonmodulated synapses A-B
with all presynaptic neurons A in cluster A and all
postsynaptic neurons B in cluster B will be called bundle
A-B. Clusters A and B are, respectively, the anterior and the
posterior clusters ofthe bundle. Similarly, the ensemble ofall
synaptic triads A-B-C with neurons A, B, and C belonging
to the same clusters A, B, and C will be called a modulated
bundle A-B-C, where cluster C becomes the modulator
cluster. A bundle is characterized by its efficacy, the average
of the efficacies of its synapses.

Within an assembly, it will be useful to separate input
clusters, which receive direct bundles from clusters outside
the assembly, from output clusters, which send bundles
outside, and from internal clusters [hidden units (2)], which
are not directly connected to the exterior. We will consider
only the following type of connectivity between clusters:
within an assembly, (i) inhibitory, nonmodulated bundles that
provide lateral inhibition (23) and (ii) excitatory modulated
bundles that are temporarily desensitized or potentiated as a
function of internal activity and, between assemblies, (iii)
excitatory nonmodulated bundles that propagate the outputs
of intraassembly computations.
Assumption 3. Learning Rule for Synaptic Triads. We

consider modifications of synaptic efficacy that apply to adult
and developmental learning and do not require any modifi-
cation of the graph of connections [yet if one assumes that
low-efficacy synapses degenerate, our rule also accounts for
epigenetic disconnection (10)]. We thus take as initial state a
network with already segregated neuronal clusters and deal
with subsequent stages of learning, where only modulated
bundles can be modified.
The local Hebbian (24) learning rule adopted for a synaptic

triad A-B-C is the following: (i) If synapse A-B has recently
contributed to the postsynaptic potential of neuron B, that is
if neurons C and A have been activated in that order, then (ii)
the maximum efficacy of synapse A-B is modified. It in-
creases toward an absolute maximum when, after integration
of the postsynaptic potentials generated by synapse A-B,
postsynaptic neuron B was activated, and its firing rate
reached a threshold value. If on the contrary neuron B
remained silent, then the maximum efficacy of synapse A-B
drops toward zero.

This rule causes the selection of synaptic triads that
stabilize the ongoing temporal activity of the network, and
the elimination of those that perturb it. The rule applies only
to excitatory modulated synapses constituting synaptic tri-
ads. The expression of the rule is the same for a modulated
bundle as for a single triad.
The rule involves only modifications of maximum synaptic

efficacies, not of time constants. A simple implementation in
terms of allosteric receptors (18, 19) is that the postsynaptic
receptor of synapse A-B is able to exist under a slowly
desensitized state D in addition to the fast desensitized state
I. The absolute maximum of synaptic efficacy is determined
by the total number of receptor molecules in the synapse. At
time t, the synaptic efficacy is bounded by the number of
molecules in the states R, A, and I, the transitions to and from
I state taking place in 0.1 sec. According to our definition,
learning would take place on the slowly desensitized state D
and consist of the regulation, by chemical messengers (in-
cluding covalent modifications) or by electrical activity, of
the fraction of receptor molecules present in that state for
seconds, minutes, or even hours.

Formalization

The model is formalized at the level of clusters of neurons and
synaptic bundles. The activity of a cluster i is represented by
a continuous variable Si(t) between 0 and 1. Nonmodulated
bundles between clusters are represented by the connection
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matrix (VU), where Vij is the efficacy of the bundle with
anterior cluster j and posterior cluster i. This static connec-
tivity is such that each cluster excites itself with efficacy V".
and inhibits others with efficacy Vat. Thus for a totally
connected assembly, matrix (VU) has values VIa on the
diagonal and values V3 elsewhere. Modulated bundles are
triplets of clusters (anterior, posterior, and modulator). Each
modulated bundle b has an instantaneous efficacy Wb(t),
which varies between 0 and a maximum value W (t), which
is also variable between bundles.
The Vu are never modified, even during learning. All the

variables Si(t), Wb(t), and Wb'(t) obey a discrete time-step
dynamics: Si(t) is updated according to

S#0 + 1) = F[XVjjS(t) + Wb(t)Sa(t) + N], [1]

-j b=(aji,m)

where F is the sigmoid function

F(x) [2]
1 +e-

The first summation takes static connectivity into account.
The second summation is made over all modulated bundles b
with posterior cluster i. Sa(t) is then the activity of the
anterior cluster of bundle b. N is a noise term with the
uniform distribution [-nn]. Thresholds are omitted for
simplicity.
The instantaneous efficacy Wb(t) of each bundle b is

modified according to the level of activity of the modulator
cluster m. If this activity exceeds a threshold of 0.5, Wb(t)
increases toward the maximum WT(t), otherwise it drops
toward zero:

Wb(t + 1) = fapWb(t) + (1 a,)Wm(t), if Sm(t) > 0.5;

IadWb(t), if Sm(t) < 0.5. [3]

ap and ad are constants related to the time constants Tp and
Td for potentiation and desensitization:

ap = e 1/Tp; ad = e1/Td. [4]

During learning, the maximum efficacies Wm(t) of modulated
bundles b = (a, i, m) are themselves updated according to the
learning rule. Modifications of Wm(t) occur only if the recent
contribution of anterior cluster a to posterior activity is large
enough, namely if

Wb(t - 2)Sa(t - 2) > 0.5 Wm(t). [5]

Wm(t) is then modified according to the level of activity of
posterior cluster i in the very same way as Wb(t) is modified
according to modulator activity:

Wgm(t + -) fI{iWVb(t) + (1 1)W, if S,{t) > 0.5;

'92Wmb(t), if SIMt) < 0.5. [6]

W' is the maximum possible value of modulated efficacies,
independent of time. Pi and (32 are constants of the learning
process, in the interval ]0,1[. P2 is chosen to be large in
comparison to ,1. This results in a conservative selective rule
that causes the inactivation of connections only if they
systematically perturb ongoing activity.

Various network architectures were simulated on a PDP
11/73 computer with a maximum of 50 clusters, which
corresponds to several thousand neurons. The scaling of the
properties with the size of the network was not investigated.
Typical values for the parameters are as follows: Va = 13, Vat
= -8, Tp = 20, Td = 15, W' = 13, i3 = 0.75, and 32 = 0.998.

The behavior of the model was shown to be independent of
variations in these values within a reasonable range. It was,
however, noticed that for some input conditions most mod-
ulated bundles become potentiated and block the network
into a hyperactive state.

Properties of the Model

Property 1. Passive Recognition and Production ofTemporal
Patterns: Role of Synaptic Triads. This section analyzes the
consequences of the presence of synaptic triads in a network.
The postsynaptic neuron of an individual synaptic triad
detects a transition of activity. Similarly, posterior clusters of
modulated bundles function as passive transition detectors.
However, at the cluster level, a property appears: as a
consequence of excitatory self-connections, clusters can
maintain a self-sustained stable activity. Thus, a trace of
previous transitions will remain in the assembly until it
becomes progressively erased by lateral inhibition. Transi-
tion detectors may then work on the output of other transition
detectors, in a linear as well as in a hierarchical fashion. The
end clusters become complex sequence detectors that re-
spond to arbitrary long sequences which may include repe-
titions.

Synaptic triads clearly have the potentialities to perform
production of time sequences. A modulated bundle whose
anterior and modulator clusters are identical works as a delay
line: it propagates activity with a time delay. A ring of such
connections can produce a temporal sequence of activity,
associating each state with its successor. In general, howev-
er, a sequence will include repetitions of the same items in
different contexts. This precludes the direct designation of
the successor from the current state (1). In general the correct
successor can be determined only by the knowledge of states
prior to the current one. Production networks must thus keep
traces of the anterior productions. We call this fundamental
property the remanence of previous states. It suggests that a
production network is able to recognize and memorize its
own outputs. According to the span of its memory, the
network will be able to produce sequences of various com-
plexities. Producing sequence 1-2-3-1-2-3, ... does not
require any memory; producing sequence 1-2-1-2-1-3, . . .
requires a span of three previous states. The degree of a
sequence will be defined as the minimal memory span
required to produce it.
A ring of "delay-line" synaptic triads produces sequences

of degree zero. In that case the modulator, which initiates the
transition, is the same as the anterior cluster. This need not
be the case because a transition from anterior to posterior can
be initiated by higher-order information. If the modulator is
a complex sequence-detector cluster, the following state can
be chosen according to information on former productions.
Remanence can thus be accounted for with synaptic triads.

Property 2. Learning Rule and Genesis of Internal Organi-
zation. Synaptic triads organized in hierarchical architectures
thus perform passive sequence detection and production.
Simulations show that these architectures actually develop
with the learning rule out of initial disorder and do not require
ad hoc wiring.
We took as initial state an architecture with two layers. The

first one was composed ofinput clusters, the activity ofwhich
was imposed to study the consequences of the learning rule.
Each input cluster represented one note in the sequence to be
recognized, and only one ofthem could be activated at a time.
The second layer consisted of internal clusters, randomly
connected to other clusters via many modulated bundles (two
upper layers of Fig. ic).

Differentiation of Sequence Detectors. In a first simulation,
only internal clusters received modulated bundles with an-
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terior and modulator clusters chosen at random among input
or internal clusters. This gives them the possibility to detect
various sequences in the input signal. Indeed, most clusters
initially respond to several sequences ofthe imposed melody.
Conversely, each transition is often encoded by several
clusters. With application of the learning rule, some of this
redundancy disappears, and the activity patterns become
much more reproducible. Each cluster finally codes for fewer
but more specific sequences. This process of differentiation
is illustrated by the activity of internal clusters in Fig. 2. The
learning rule selects among the events that each cluster can
detect and chooses those that match the teaching signal. At
a high initial diversity, clusters detecting sequences as long as
four notes were identified. Hierarchies of detectors may thus
develop.

Stabilization of Ongoing Activity. As a second step in the
simulation, modulated bundles were added, with the anterior
and posterior clusters chosen among input clusters and with
the modulator randomly chosen among input or internal
clusters. This provided a means to produce sequences ofhigh
degree. Consistent with the above analysis, the network
spontaneously produced quasirandom sequences. We tested
whether the learning rule results in a stabilization of ongoing
activity. First, a sequence was imposed while learning
occurred. Later on, we checked whether the sequence had
been stabilized by allowing reproduction without imposing
activity. The following rules were established: "Delay-line"
bundles between input clusters are modified first and encode
the zero-order regularities of the sequence. Bundles that are
modulated by internal clusters are modified later on, after
activity of internal clusters has stabilized. These last bundles
encode higher-order information such as "if the current state
is 1 and preceding state was 2, then the next state should be
3." A priori, sequences of arbitrary degree can be stabilized
provided enough diversity is initially present. Fig. 3A shows
the production of the first-degree sequence 1-2-1-3-1-4.

Property 3. Active Recognition and Learning of Time
Sequences by Selection. Selective theories of learning and
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FIG. 2. Simulation of the entire active recognition network. Time
flows from left to right (vertical bars every 100 update cycles). Each
trace represents the evolution of the activity ofone cluster with time.
Bottom traces, input clusters. Top traces, internal clusters (sequence
detectors). Numbers at bottom represent the sequence imposed on
the perceptual layer. This simulation studies the evolution of the
internal activity with learning. (A) Initial responses to sequence
3-2-1, .... Periods of resonance (plain) and dissonance (striped)
are clearly visible in the input units. Internal activity is chaotic and
coding is redundant. (B) Responses after learning. "Dissonant"
prerepresentations have been eliminated. Internal coding is now
stable and reproducible. The network completes sequences where
items are missing (sequence 3-2-blank at the end).
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FIG. 3. Simulations of networks that produce sequences. The
two upper layers of Fig. lc were simulated. (A) Production of
sequence 1-2-1-3-1-4 in the input clusters. This complex sequence
of degree one was stabilized with the standard learning rule. (B)
Control of duration. The standard learning rule drives each synaptic
efficacy toward its lower or higher bound, leading to notes of
constant duration. This sequence with variable durations was stabi-
lized with the following modified learning rule (replacing Eqs. 5 and
6) that applies if

Wb(t - 2)Sa(t - 2) > 6; [7]

then the following modification:

Wbmf+ 1) = (Df[ Wbm(t) + 8],
W+-[Wbm(t) - 8],

if Sp(t) > 0.5;
if Sp(t) < 0.5.

D is a truncation function that keeps Wb-(t) in [0,W'], is a threshold
value, and 8 is a small increment of the order of 0.1. Under some
conditions on 6, this rule can be mathematically shown to drive the
efficacy Wg(t) to a value that creates the right delay before switching.

recognition are based upon the internal production, out ofthe
initial structure ofthe network, ofprerepresentations that are
compared with the incoming signal or percept. This in turn
implies that (i) an "active recognition" network should
internally produce temporal sequences and that (ii) percepts
alone should not be able to impose the state of the network,
which should depend on an interaction between external and
internal constraints.

In our model, we meet the second point by decomposing
the active recognition network in the following two assem-
blies (Fig. lc): a sensory layer, on which percepts are merely
imposed, and an internal production network, whose struc-
ture is similar to the one described in the previous sections
and comprises input and internal clusters. Both the sensory
layer and the internal clusters innervate the input clusters.
Dendritic summation thus combines perceptual as well as
internal components. Resonance (10) will be defined as the
matching of these internally and externally produced activ-
ities. Simulations confirm the potentialities of this architec-
ture for learning by selection. In the absence of sensory
inputs, starting from any initial condition, sequences are
spontaneously produced. Initially these prerepresentations
are quasirandom, although they partially reveal internal
connectivity, but very small sensory weights (inferior to
noise level) suffice to influence these productions. With a
weak perceptual input, periods of resonance and dissonance
are clearly visible in the activity of input clusters (Fig. 2A).
Learning occurs only in the periods of high and stable

activity or resonance. The learnable sequences must thus

rE
l

I _ _ _

I4

[8]
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belong both to the prerepresentations and to the sensory
percepts received. Consistent with the "attrition" phenom-
ena noticed during acquisition of song by birds (13), a
reduction of the repertoire of prerepresentations accompa-
nies learning: the periods of dissonance progressively disap-
pear, until activity optimally matches the sensory signal (Fig.
2B). Slight learning-induced modifications may occur in the
absence of percepts, and sequences sometimes self-stabilize.
Yet the initial architecture and connectivity fundamentally
restrict what can be perceived and learned: an organism can
not learn more than is initially present in its prerepresenta-
tions. As an illustration, a network with no delay line between
clusters 1 and 2 was simulated. Spontaneous activity shows
no trace of transition 1-2. When the network is stimulated
with sequence 1-2-3, . . , it is not equipped to perceive it
faithfully. Input clusters indeed play sequence 1-(3)-2-3,
which is the only one that can possibly be learned. Such
effects might account for part of the selectivity of bird song
learning to conspecific material (13).

Sequences of degree up to one were learned by selection in
the network. During active recognition, perception of the
beginning of a sequence causes the internal production of the
remaining part, thus demonstrating capacities for anticipa-
tion and signal restoration (Fig. 2B). When many choices are
possible (for example, when several learned sequences share
the same beginning), the maximum efficacies remain high for
those transitions that are ambiguous. Differences in the
frequencies of presentations of the sequences result in the
most frequent one being chosen as the default. Other tran-
sitions remain possible with a slightly higher threshold.
During recognition, prerepresentations are proposed by the
production network and are progressively selected and mod-
ified, up to a point where there is only one sequence that is
still compatible with the percept. Recognition is then
achieved, since the correct sequence can be unambiguously
predicted. The model thus incorporates notions of frequency
effect (25) and point of identification (26) analogous to those
developed for lexical access in psycholinguistics.

Functioning of the network relies on a delicate balance of
credit between internal and external constraints. The net-
work can be adapted to diverse tasks by modifying this
balance. Letting percepts impose the internal state leads to
the neglect ofalready formed categories and to the processing
of "instructions" novel to the network but compatible with
its structure; reducing the weight of percepts leads the
network to "autism," or simply to false alarms in recogni-
tion. Attention may play a role in regulating this balance.

Conclusions

The proposed theroretical network, which recognizes,
stores, and produces time sequences, differs from other
models in which time is just considered as another spatial
dimension (27) or that rely either on an ad hoc architecture (4,
5, 7, 28) or on very finely tuned synaptic efficacies (3). It
comes closer to models that rely on specific properties of the
neuronal dynamics, for example, adaptation (6, 29), short-
term changes of synaptic efficacy (8, 9, 30), interactions
between three neurons (31), or other mechanisms for se-
quence detection (32).
From an experimental point of view, the model points to

the crucial role of synaptic triads in sequence detection and
production. It predicts the occurrence of hierarchies of
sequence detectors, the remanence of previous productions,
and the specialization of sequence-coding neurons in the
course of learning. It also suggests that allosteric transitions
of postsynaptic receptors might be involved in sequence

detection and elementary learning. Finally, the notions that
storage and recognition of temporal sequences take place by
selection among internally produced prerepresentations and,
more tentatively, that the degree of a sequence correlates
with its perceived complexity, could be tested in birds and
humans by behavioral and/or psychophysical methods.
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