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Abstract

Despite their lack of language, human infants and several animal species possess some elementary abilities for numerical processing. These include the ability to recognize that a given numerosity is being presented visually or auditorily, and, at a later stage of development, the ability to compare two numerosities and to decide which is larger. We propose a model for the development of these abilities in a formal neuronal network. Initially, the model is equipped only with unordered numerosity detectors. It can therefore detect the numerosity of an input set and can be conditioned to react accordingly. In a later stage, the addition of a short-term memory network is shown to be sufficient for number comparison abilities to develop. Our computer simulations account for several phenomena in the numerical domain, including the distance effect and Fechner's law for numbers. They also demonstrate that infants' numerosity detection abilities may be explained without assuming that infants can count. The neurobiological bases of the critical components of the model are discussed.

INTRODUCTION

Arithmetic is a fundamental conceptual achievement of the human brain. Over the last decade, the roots of our concepts of number have been traced experimentally to their precursors in animals and in human infants (for review see Gallistel & Gelman, 1992). In parallel, psychological experiments with adults and brain-lesioned patients have started to reveal the neuropsychological architectures that underlie our ability to process numbers (for reviews see Dehaene, 1992; McCloskey, 1992).

Most human mathematical achievements result from the development and mastery of a complex notation system. Yet a minimal set of principles of elementary arithmetic, shared with several animal species, seems to precede and perhaps guide these higher-level language-based faculties (Dehaene, 1992; Dehaene & Mehler, 1992; Starkey, 1992; Wynn, 1992). As will be described below, many animals are sensitive to numerical regularities in their environment and can represent these regularities internally, and can perform elementary and approximate computations with numerical quantities (reviews in Davis & Fèrèse, 1988; Gallistel, 1990). Similar abilities are found in human infants in their first year of life, well before they begin to produce language (e.g., Starkey & Cooper, 1980). Finally, in a severely aphasic and acalculic patient with an extensive lesion in the left hemisphere, Dehaene and Cohen (1991) found a selective preservation of elementary numerical abilities for representing numerical quantities and for comparing them, while the formal language-based calculation abilities were lost.

These converging lines of evidence suggest the existence, in the animal and human brain, of specialized neural systems for processing numbers on a nonlinguistic basis. The detailed implementation of these neuronal systems, however, remains largely unknown. The aim of the present paper is to describe a simple, yet plausible, model for the implementation of elementary numerical abilities in a formal neuronal network. In this respect we build upon a framework that we have progressively developed over the last years and that has been primarily applied to the modeling of prefrontal cortex functions (Dehaene & Changeux, 1989, 1991). Starting from behavioral and anatomical data, we try to delineate elementary principles of neural architecture that give rise to a defined function. We implement these principles into a minimal formal model that provides a highly simplified view of the relevant biological mechanisms, yet incorporates plausible anatomical, cellular, or molecular components (Changeux & Dehaene, 1988). In addition to offering clues for the understanding of psychological and neurobiological data, the ultimate goal of our approach is to generate precise and testable predictions that might be examined experimentally using electrophysiological or behavioral techniques.

Here we restrict ourselves to modeling the most ele-
mentary of numerical abilities: the approximate recognition of the numerosity of a set of objects and the comparison of two numerosities. We shall also examine the developmental sequence of these abilities in human infants. The paper is organized in six main sections. The first section briefly reviews the relevant experimental data. Then we describe the functional architecture of the model and the main principles on which it is based. Finally, we describe detailed simulations of our model in an incremental fashion, starting with the most elementary abilities common to all species and progressively moving to higher abilities that develop in human infants during the first year of life.

**EXPERIMENTAL DATA RELEVANT TO ELEMENTARY NUMBER PROCESSING**

In this section, we briefly review the main data (1) on elementary number processing in animals, human infants, and adults, that we consider relevant to our model.

**D1. Infant Numerosity Detection**

Four-day-old to 7-month-old human infants can discriminate sets of visual objects of varied shapes and sizes on the basis of their numerosity alone (Anzell & Keating, 1983; Davis & Ashmead, 1991; Starkey & Cooper, 1980; Strauss & Curtis, 1981; Treiber & Wilcox, 1984; van Loosbroek & Smitsman, 1990). Discrimination is reliable for numerosities of 1 vs. 2 and 2 vs. 3. It is less often observed with 3 vs. 4 and 4 vs. 5, and it systematically fails for 4 vs. 6. In the auditory modality, 4-day-old infants discriminate bisyllabic from trisyllabic words, even when their durations are equalized (Bijeljo-Babic, Benzoncini, & Mehler, 1991). These data have been taken to suggest that newborn infants are innately equipped with "numerosity detectors" (Cooper, 1984) at least for numerosities up to 3 or 4.

**D2. Cross-Modal Infant Studies**

Cross-modal matching experiments suggest that, in 6- to 8-month-old infants, numerosity detection occurs regardless of the input modality. For instance, when hearing three drumbeats, 6- to 8-month-old infants preferentially look at a visual display with three objects than at a display with two objects (Starkey, Spelke, & Gelman, 1983; 1985, see also Moore, Benenson, Reznick, Peterson, & Kagan, 1987).

**D3. Adult Subitizing and Estimation**

Human adults are fast and accurate at judging the numerosity of small sets of visual objects, a faculty called subitizing (Chi & Klahr, 1975; Kaufman, Lord, Reese, & Volkmann, 1949; Mandler & Shebo, 1982; Taves, 1941). Data from Trick and Pylyshyn (1991), among others, suggest that subitizing is distinct from verbal counting and is a low-level ability of the prefrontal visual system. Human adults can also rapidly approximate large numerosities without counting (Klahr & Wallace, 1973; Mandler & Shebo, 1982).

**D4. Animal Numerosity Discrimination**

Several animal species can be conditioned to act in a specific way when confronted with a given numerosity (for review see Davis & Pérusse, 1988; Gallistel, 1990). For instance, rats have been conditioned to press one key when a sequence of two tones was presented, and another key when a sequence of four tones was presented (Meck & Church, 1983; Church & Meck, 1984; see also Davis & Albert, 1986, for discrimination of 3 vs. 2 or 4). Such discrimination is not confined to small numerosities, although it becomes less precise with increasing numerosity (Weber's Law). Thus pigeons have been trained to discriminate sequences of 45 vs. 50 pecks (Rilling & McDaid, 1965). Some animals can also be taught to use arbitrary labels, such as Arabic digits or verbal labels, to refer to numerosity (Matsuzawa, 1985; Pepperberg, 1987).

**D5. Asymmetry in Generalization**

When rats are trained to discriminate between 2 and 8, their indifference point for generalization is not 5 (the arithmetical mean of 2 and 8), but 4 (the geometric mean of 2 and 8) (Church & Meck, 1984).

**D6. Spontaneous Extraction of Numerosity in Animals**

Numerosity is often spontaneously extracted by animals. This can be seen in their natural behavior (see Gallistel, 1990 for numerous examples), as well as in more formal conditioning experiments. For instance Meck and Church (1985) conditioned a rat to press one lever in response to a short auditory sequence of two tones, and another lever in response to a longer sequence of eight tones. Duration discrimination was therefore sufficient to succeed in this task. Nevertheless the rats subsequently gave evidence of generalizing on the basis of numerosity alone.

**D7. Cross-Modal Numerosity Discrimination in Animals**

A few experiments have demonstrated cross-modal numerosity generalization in animals (for discussion see Davis & Pérusse, 1988). For instance, in Church and Meck's (1984) study, rats were initially trained to press lever A when a sequence of two sounds or two lights was presented, and to press lever B when a sequence of four sounds or four lights was presented. Subsequently
the animals generalized appropriately to the synchronous presentation of sounds and lights.

D9. Development of a Linear Ordering

In children, preliminary developmental data suggest that the concept of "same" vs. "different" appears around 10–12 months of age, and the concept of "larger" vs. "smaller" around 14 months of age (Cooper, 1984). In a nonnumerical context, the acquisition of a linear ordering has been studied experimentally in both children and animals (e.g., Bryant & Trabasso, 1971; Mcgonigle & Chalmers, 1977; von Fersen, Wynne, Delius, & Staddon, 1991). In a typical experiment, the child or animal is first trained on pairs of items (e.g., color rods and random shapes). It is taught to select the appropriate member of the pair: A for the pair A–B, B for the pair B–C, C for the pair C–D, etc. In a second phase generalization is tested with untrained pairs. Choosing for instance B in the pair B–D is interpreted as demonstrating that the subject acquired a linear ordering over the series A–B–C–D–E... and could generalize from B>C and C>D to B>D (transitive inference). Four-year-old children, monkeys, and even pigeons have been shown to pass this test. In addition, von Fersen et al. (1991) have shown that pigeons seem compelled to use a linear representation of the stimuli and cannot acquire a circular order of the form A>B>C>D>A.

D10. Universality of the Distance Effect

When the numerical distance between two numerosities increases, they become easier to discriminate and can be compared more rapidly. This distance effect is a universal characteristic of animal and human elementary number processing abilities (Fig. 1). In pigeons, performance in discrimination of two long sequences of pecks improves as the difference in the number of pecks of the two sequences increases (Rilling & McDaid, 1965; Fig. 1A). Chimpanzees have more difficulties choosing the larger of two sets when their numerosities are close in magnitude (Washburn & Rumbaugh, 1991; Fig. 1B). In humans, the time to choose the larger of two numerals, or to decide that two numerals are different, systematically decreases as the numerical distance between the two numerals increases (Moyer & Landauer, 1967; Duncan & McFarland, 1980, Fig. 1C and D). This effect extends to two-digit numerals (Dehaene, 1989; Dehaene, Dupoux, & Mehler, 1990), resists training (e.g., Poltrock, 1989), and is present at 6 years of age, the earliest age
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D11. Fechner's Law for Numbers

Numerical comparison is more difficult for 8 vs. 9 than for 2 vs. 3, even though the numerical distance is identical in both cases. This decrease of discriminability with larger magnitudes has been observed in animals (e.g., Rumbaugh et al., 1987) as well as in humans (e.g., Buckley & Gillman, 1974; Dehaene, 1989). A variety of psychophysical experiments have indicated that the same objective numerical difference looks subjectively smaller, the larger the numbers against which it is contrasted (for review see Krueger, 1989; Dehaene, 1992). Therefore, the suggestion has been made that the internal representation of numerical magnitudes, or number line (Restle, 1970), is compressive, for instance logarithmic (Moey & Landauer, 1986; Buckley & Gillman, 1974; Dehaene, 1989; Dehaene & Mehler, 1992). An equivalent formulation is that the standard deviation in the internal representation of numerosity increases linearly with numerosity (Meeck & Church, 1983; Gallistel & Gelman, 1992).

D12. Neuropsychological and Neurobiological Data

In spite of the availability of excellent animal models, little is known on the localization and neuronal bases of elementary numerical abilities. In humans, acalculia often results from lesions in the occipitoparietal areas of the left hemisphere (Hecaen, Angeleagues, & Houillier, 1961). However, acalculia is not a homogeneous syndrome, and more elementary numerical abilities such as approximation and comparison might well have a right-hemispheric basis (e.g., Dehaene & Cohen, 1991; Assal & Jacob-Descombes, 1984). At the neuronal level, Thompson, Mayers, Robertson, and Patterson (1970) recorded, in the association cortex of anesthetized cats, cells that responded preferentially to a given numerosity, for instance, a sequence of three sounds or three light flashes. This finding has yet to be replicated.

Summary

In brief, we wish to design a formal neuronal model for elementary numerical abilities that would account for (1) the ability to detect visual and auditory numerosities and to represent them internally, (2) the capacity to learn by reinforcement behaviors based on the input numerosity, and (3) the discrimination of numerosity according to a law of increasing difficulty with increasing numerosity (Fechner's Law) and with decreasing distance (distance effect), with a characteristic break around 3 or 4 (subitizing). We shall then show how the addition of another level of neuronal architecture suffices to account for the development of same-different and larger-smaller comparison from a system initially equipped only with numerosity detectors.

Overview of the Functional Architecture of the Model

We shall first describe the main principles (P) of functional architecture of the model (Fig. 1). A detailed neuronal implementation and a comparison with experimental and neuroanatomical data shall be provided later on.

P1. The Numerosity Detection System

The first fundamental component of our model is a wired-in numerosity detection system comprising three distinct modules: (1) an input "retina" on which objects of various sizes and locations can be presented, (2) an intermediate topographical map of object locations in which each object, regardless of its size, is represented by a fixed pool of neurons (normalization for size and location), and (3) a map of numerosity detectors that sum all outputs from the location map, thereby providing a quantity highly correlated with numerosity and sufficient to approximate it. This architecture solves the computational problem of enumerating objects that may vary widely in size.

We suggest that, in addition to the main input from visual normalization processes, numerosity detectors also receive and combine inputs from an echoic auditory memory (Fig. 2). As a result, the numerosity detector for two, for instance, will react identically to two visual objects, to two auditory objects, or to the simultaneous occurrence of one object in both modalities. The numerosity detection system therefore constructs an amodal representation of number.

P2. Motor Output and Conditioning

We postulate that the numerosity detection system sends numerosity information to a motor output system (Fig. 2). The mapping from a given numerosity to a given motor action is learned by selection from an external reward input. We assume that the formal organism constantly tries to produce output actions when presented with visual or auditory inputs. Positively rewarded actions are stabilized, and negatively rewarded actions are eliminated.

P3. Development of Same-Different and Larger-Smaller Comparison

The numerosity detection system corresponds to the initial stage of human and animal numerical cognition. To account for a subsequent stage of human development during which comparison abilities appear, we introduce
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present representations. Connections from the memorized and point-to-point matching systems to a motor output module enable the system to learn to react systematically to specific abstract relations between two numerosities. For instance, the system with short-term memory will be able to react to a sequence of two numerosities only when the second is larger than the first, or only when the second is identical to the first.

P4. Self-Organization of Elementary Numerical Abilities

Human infants do not have to be overtly trained to acquire concepts of "more" or "less." Accordingly, in the most elaborated version of our model, reward is not provided by an external teacher, but is internally generated by a covert autoevaluation loop when the system discovers regularities in its environment (Fig. 2). The formal organism "plays" with a set of objects by randomly choosing one of two possible actions, adding one object or deleting one object. The ensuing modification of numerosity is noted by the numerosity detection system. On the basis of the memorized and present numerosities, the system attempts to reconstruct the selected action. An internal action-matching module evaluates the similarity of the reconstructed and actual actions, and sends a positive or negative internal reward signal accordingly. Eventually the system discovers that an increase in numerosity implies addition, and that a decrease implies subtraction.

THE NUMEROUSITY DETECTION SYSTEM

The numerical capacities of our model rest mainly on the postulate of wired numerosity detectors that can abstract numerosity independently of the size and arrangement of the input objects. We shall now describe in detail our implementation of the numerosity detection system.

Network Structure

Figure 3 shows a schematic diagram of the numerosity detection network. For simplicity, physical objects are represented as one-dimensional blobs of various sizes on a simulated "retina." Up to five objects can be presented simultaneously for input. Each object is coded as a local Gaussian distribution of activation over a topographically organized sheet of 50 simulated input neuronal clusters. As in previous publications (Dehaene & Changeux, 1989, 1991; Kerszberg, Dehaene, & Changeux, 1992), each cluster is taken to simulate several hundred or thousand neurons with common response properties, as for instance the cortical "columns" (e.g., Mountcastle, 1978; Goldman-Rakic, 1984). The detailed connectivity and internal activity of a given cluster are not explicitly formalized. Rather, each cluster is implemented as a sin-

Figure 2. Functional description of the proposed model.

an additional memory module (Fig. 2). This device permits the temporary maintenance of an active representation of the previous numerosity while a new one is being processed. A point-to-point matching module monitors the points of similarity between the past and
Figure 3. Structure and function of the proposed numerosity detection network. Objects of different sizes at the input are first normalized to a size-independent code. Activations are then summed to yield an estimate of input numerosity.

Single McCulloch-Pitts sigmoid unit, with an autoexcitatory connection simulating the various synapses linking individual neurons within each cluster. The output of the unit represents the average number of active neurons within the cluster.

Input clusters project onto a two-dimensional 9 x 50 sheet of neuronal clusters that codes for the location of objects and normalizes for their size (location map). The input connections are set so that each cluster functions as a difference-of-Gaussians (DOG) filter on the input retina. Each of 50 positions for the center of the filter is represented over one dimension of the map, whereas each of 9 possible widths for the filters is represented over the other dimension. As a result, each cluster in the location map reacts preferentially to an object that falls within its receptive field and whose size approximately matches its filter width. Lateral inhibition between clusters that respond to the same or to neighboring retinal locations ensures that after updating activity for a few steps, only a few clusters will remain active at any position on the location map. In this critical step of object normalization, input objects of different sizes end up being represented by a similar number of active clusters on the location map. The locus of activity merely shifts with object size (Fig. 3). At this stage, object size, which was initially coded by the number of active clusters on the retina (quantity code), is now coded by the position of active clusters on the location map (position code).

Each cluster in the location map projects with equal strength to every unit in an array of 15 clusters with increasing threshold. Each of these "summation clusters" therefore pools the total activity over all positions of the location map, and is activated if this total activity exceeds a threshold. Total normalized activity in the location map correlates highly with numerosity. By responding whenever the total activity exceeds a threshold, summation clusters in effect respond whenever the input numerosity exceeds a certain limit.

Finally, summation clusters project topographically to an array of 15 "numerosity clusters." Connection strengths are organized with central excitation and lateral inhibition, and are set so that a given numerosity cluster responds only if its corresponding summation cluster is active and if summation clusters with a higher threshold are inactive. As a result, numerosity clusters respond only to a selected range of values for the total normalized activity, and are therefore activated only when their preferred numerosity is preserved, not when the input numerosity is less or more.

An "auditory" input to the network is also simulated (see Fig. 2). At each moment in time, one of 15 input clusters coding for a given auditory object can be activated. These input clusters project to an intermediate layer where clusters with strong recurrent connections keep a long lasting remnant activity, therefore providing a short-term "echoic" memory of recent auditory stimuli. Finally echoic memory activations project to the same array of "summation clusters" with increasing thresholds used in the processing of visual stimuli. The connection strengths of auditory inputs are adjusted so that the presentation of one auditory object gives rise to a similar level of activation as with one visual object.

Simulation Results

The network was simulated on an Apollo DN-10000 workstation. From one to five distributions of activations (Gaussian with variable width) were simultaneously presented at different locations on the input layer, symbolizing a set of objects of various sizes. Cluster activities were then updated in parallel for 12 cycles, at which point output activations had generally stabilized. Thresholds, connection strengths, and other parameter values are not listed here in detail for the sake of simplicity and because different ranges of parameters resulted in similar functioning.

The numerosity detection system was tested with 2500 sets of objects of random sizes and locations (500 for each numerosity between 1 and 5). As shown in Figure 4, repeated presentation of the same numerosity at the input leads to the activation of the same numerosity clusters, regardless of object size and location. Conversely, two distinct numerosities generally activated distinct clusters. Numerosity clusters therefore effectively functioned as detectors of a specific input numerosity (D1, D3, D4). Quite similar results were obtained when auditory objects were presented for input, or when a mixture of visual and auditory inputs was used. Each
numerosity detector reacted to the total number of objects, regardless of input modality (D2,D7).

The intrinsic variability of our numerosity detection system departs radically from the discrete symbolic representations of number used in digital computers. The activations evoked by different input numerosities often overlapped, implying that the same cluster could be occasionally activated when, say, either three or four objects were presented (Fig. 4). This overlap decreased as the two numerosities became more distant, in agreement with the experimentally observed distance effect (D10). In addition, for equal numerical distance the overlap also increased with numerosity: it was greater between 4 and 5 than between 1 and 2. This property is analogous to the experimentally observed Fechner's law for numbers (D11) and arises from the way numerosity is estimated as a sum of approximately constant activations associated with each input object: the larger the number of terms in the sum, the larger the variance of the result.

**Network Structure**

A network of output clusters (from two to five depending on the behavioral task) are connected to numerosity detectors via connections of modifiable efficacy. Initially this numerosity-to-output mapping is complete and the connection strengths are set to a small random value. As in our previous simulations (Dehaene & Changeux, 1989, 1991), the strengths are modified according to a Hebbian rule modulated by reward.

\[
8W_{ij} = (β−1) W_{ij} + α R S_i (2S_j − 1)
\]

where \( W_{ij} \) is the connection strength for cluster \( i \) to cluster \( j \), \( S_i \) and \( S_j \) are the activities of the presynaptic and postsynaptic clusters, \( α \) is a random variable between 1 and 2, \( β \) is a relaxation constant, and \( R \) is a reward factor between −1 and +1. The reward \( R \) represents another input to the network. Positive values of \( R \), which are provided when the performance of the network is correct, have the effect of stabilizing current activity, thereby increasing the chances of selecting the same output again in subsequent trials with the same context. Negative values of \( R \), on the contrary, destabilize current activity and therefore favor the selection of a different output on subsequent similar trials.

**Simulation Results**

Numerosity discrimination was taught to the network by presenting it with one of two alternative numerosities for input. The formal organism had to produce one type of response when the first numerosity was presented, and another type of response when the second numerosity was presented. When the network failed to activate the appropriate output cluster in response to a given input numerosity, negative reward was sent and the numerosity-to-output connections were modified accordingly.

We trained our network in numerosity discrimination six times with all possible pairs of numerosities between 1 and 5 (1, 2, 3, 4, 5, etc.). Training involved the repeated presentation of stimuli randomly selected from the two possible numerosities, until the network responded correctly on 20 trials in a row. This learning criterion was adopted to provide a simple measure of total learning time, but it did not guarantee that optimal performance had been achieved on all stimuli. We therefore checked that further training did not significantly improve performance, enabling us to refer to the percent success after training as the "asymmetric performance." Figure 5 (top) shows the results for each pair. In all cases it took fewer than 300 trials to reach the learning criterion, and the asymmetric performance after training ranged from 78.5% to 97.8% (D4). Two key aspects of animal and human behavior were reproduced: the distance effect (D10) and the Fechnerian property (D11). As shown in Figure 5 (top), learning was faster and...
asymptotic performance improved with increasing numerical distance between the two discriminated numerosities; and for equal numerical distance, performance was better with small numerosities than with larger ones. The two extremes were the discrimination of 4 vs. 5, which took 285 trials to learn and in which asymptotic performance was 78.5%, versus the discrimination of 1 vs. 4, which took only 81 trials to learn and in which asymptotic performance was 96.8%.

Figure 6C shows the connection strengths after learning numerical discrimination of 2 vs. 4. Numerosity detectors that were often activated when a set of two objects was presented for input developed an excitatory connection with the appropriate output cluster for "2." Likewise, the numerosity detectors for 4 developed an excitatory connection with the other output cluster. These connections were not strictly restricted to the numerosity detectors for 2 and 4, but extended to the neighboring clusters, thus providing robustness and generalization. Indeed our network generalized its response

Figure 5. Distance effect and Fechner's law in a variety of simulated tasks. Each box gives the network's performance with a given pair of numbers (e.g., the top left circle gives the percentage of errors made by the network in discriminating sets of five objects from sets of one object). Off the diagonal, the smaller the circle, the better the performance. The distance effect is reflected in the improvement of performance as one moves away from the diagonal. Fechner's law is reflected in the degradation of performance with larger and larger numerosities.

Figure 6. Connection strengths after learning various discrimination tasks. The top graph (A: same as Fig. 4), used as a reference, gives the average response of the 15 numerosity clusters to numerosities between 1 and 5. Vertical dashed lines group numerosity detectors with the same preferred numerosity. (B) Strength of the connections from each of the 15 numerosity detectors (abscissa) to each of five output clusters trained to respond only to a given numerosity between 1 and 5. Each output cluster receives excitatory connections only from the appropriate numerosity clusters. (C) Connection strengths to each of two output clusters in a network trained to discriminate 2 from 4. One output cluster connects mainly to clusters responsive to 2, while the other connects mainly to clusters responsive to 4, with some generalization to 3 and 5. (D, E, F) Same as in (C), for networks trained to discriminate respectively 2 from 3 (D), 3 from 4 (E), and 5 from 2 and 4 (F).
to 4 when presented with sets of three or five items, and its response to 2 when presented with only one item. Note that generalization was asymmetric (D5): the difference point between 2 and 4 was displaced to the left of the arithmetical mean (Fig. 6C). As a result, when presented with sets of three items the network mostly made the same response as if four had been presented.

For comparison, Fig. 6 also shows the synaptic efficacies after the network learned to discriminate 2 from 3 (Fig. 6D) and 3 from 4 (Fig. 6E). Additionally, the network was trained to discriminate 3 from 2 and 4 (D4), with 86.7% success (Fig. 6F). We also simulated a task analogous to Matsuzawa’s (1985) or Pepperberg’s (1987) experiments (see D4), which required to activate one of five output clusters corresponding to the five possible input numerosities (Fig. 6G). A criterion of 20 successes in a row was reached after 460 trials. The subsequent asymptotic performance was 77.5% correct, but the errors were not randomly distributed over the five possible numerosities. From 1 to 5 the errors rates were respectively 5, 2, 18, 23, and 32%, indicating a decrease of performance with numerosity reminiscent of Fechner’s law (D11). For each numerosity, the errors followed a distance effect (D10). For instance when the input numerosity was 5 the network gave the response “4” on 23% of trials, “3” on 7% of trials, and “2” on 1% of trials.

In all such simulations, cross-modal generalization was obtained immediately after training (D2,D7). For instance when trained to discriminate sets of 2 vs. 4 visual objects, the network extended its correct responses to sequences of 2 vs. 4 auditory objects. It also responded adequately to mixtures of auditory and visual objects, for instance, activating the correct output cluster for “4” when presented simultaneously with two visual and two auditory objects (D7).

SAME–DIFFERENT AND LARGER–SMaller COMPARISON

Animals and infants are able to choose the larger of two sets (D8). This ability cannot be simulated in the previous model because only one numerosity is processed at any given moment in time. To model numerical comparison, we introduce in this section two novel features: a short-term memory for past numerosity, and a point-to-point matching module for comparing the past and present numerosities.

Network Structure

Two additional modules are connected between numerosity detectors and output clusters. Both comprise 15 clusters, each corresponding point-to-point to a given numerosity cluster. The first module, labeled numerosity memory, consists of clusters with strong autocomparative connections enabling them to maintain a sustained level of activity after disappearance of the initial activating stimulus (see Dehaene & Changeux, 1989, 1991). Numerosity memory clusters receive coarse topographical projections from numerosity detectors, and therefore preferentially memorize the activation level of their corresponding numerosity-detecting cluster. In addition, numerosity memory clusters inhibit each other, thereby ensuring that new stimulation erases old memories. Finally both numerosity detectors and numerosity memory clusters project to all output clusters. These output connections are modifiable according to the above-defined Hebbian rule modulated by reward (Fig. 2).

With this connectivity alone, it is possible for the network to learn a larger–smaller comparison task, i.e., to activate a given output cluster if and only if the second numerosity is larger than the first. This problem is said to be linearly separable and can therefore be learned with the present one-layer architecture (see Appendix for a mathematical demonstration). However, this architecture is not sufficient for learning a same–different comparison task, where a given output should be activated if, and only if, the two presented numerosities are identical. Same–different comparison is formally equivalent to the well-known exclusive-OR problem, which cannot be solved with a perceptron architecture (see Appendix). To simulate same–different comparison, another module of point-to-point matching clusters is also added. Each point-to-point matching cluster receives coarse topographical projections both from numerosity detectors and from numerosity memory clusters. Thresholds and connection strengths are such that simultaneous activation of a pair of corresponding numerosity-detecting and numerosity-memory clusters is required to activate the associated point-to-point matching cluster. These clusters therefore perform a point-to-point comparison, analogous to a logical AND operation. Strong activity in the point-to-point matching assembly indicates that the present and memorized numerosities are likely to be identical. Again, point-to-point matching clusters project to all output clusters with modifiable strength (Fig. 2).

Simulation Results

Same–Different Comparison

The network was first trained in a same–different comparison task (D8). A set of numerosity N1 was first presented for input during 32 update cycles, then a second set of numerosity N2 was presented for an additional 16 cycles. At this time the network had to activate one output cluster if N1 was equal to N2, and another output cluster if N1 was different from N2 (both cases occurred equally often). Appropriate negative or positive reward was provided and the efficacy of the connections onto output clusters was modified accordingly.

Performance reached 70.3% correct after 300 trials, and did not significantly improve with further training. In spite of this relatively poor global score, two important
effects emerged when the responses to all possible pairs of numerosities were examined (Fig. 5, bottom right). First, performance was affected by a strong distance effect (D10): the more similar the two numerosities, the higher the percentage of "same" responses. For instance the percentage of "same" responses was 85.1% for the pair 1:1, 76.8% for 1:2, and only 15.3% for 1:3. Second, performance decreased with numerosity in a manner reminiscent of Fechner's law (D11). For instance the network responded that 2 and 3 were the same in 38.2% of trials, but it responded that 4 and 5 were the same in 63.5% of trials. The latter percentage was significantly worse than chance ($p < 0.001$) and therefore corresponds to a systematic error of responding "same" when the two compared numerosities were different but numerically close.

Figure 7 shows the connection strengths after learning the same-different task. All matching clusters tended to activate the output cluster for "same" and to inhibit the output cluster for "different." A "same" response was therefore elicited only when there was activity in the point-to-point matching assembly, signaling a match between the memorized and present numerosities. Conversely, the output cluster for "different" received moderate excitation from numerosity detectors and from memory clusters. This cluster therefore received a constant activation, and was selectively inactivated only when there was activity in the matching assembly.

**Larger-Smaller Comparison**

Similar inputs were used to train the network in a larger-smaller comparison task (D8). The network had to activate one output cluster if the second numerosity $N_2$ was larger than $N_1$, and another output cluster if $N_2$ was smaller than $N_1$. Both situations were equally frequent, and the situation where $N_1$ is equal to $N_2$ was never presented.

Performance reached an asymptote of 88.9% correct after about 300 trials. Again we found strong distance and Fechnerian effects (D10 and D11; Fig. 5, bottom left). Performance was close to 100% correct for the pairs 1:3, 1:4, 1:5, 2:4, and 2:5. It was much worse for consecutive numerosities, and in that case the percentage of errors was highly affected by numerosity: it ranged from 15% when comparing 1 with 2 to 45% when comparing 4 with 5.

Figure 8 shows the connection strengths that enabled the network to perform larger-smaller comparison. The connections from numerosity detectors to the first output cluster were monotonically increasing with numerosity, whereas for the second output cluster these connections were monotonically decreasing. Exactly the converse was true for connections from memory clusters. The symmetrical pattern of connections from numerosity detectors and from memory clusters enabled each output cluster to perform the equivalent of a subtraction of the two numerosities, and to compare the result of this subtraction with a threshold. In essence, the two output clusters computed the two Boolean functions "$N_1 - N_2 > 0$?" and "$N_2 - N_1 > 0$?" which are of course equivalent to determining if $N_1$ is larger than $N_2$ or the converse.

It is possible to demonstrate mathematically that the system does not have to be presented with all possible pairs of numbers to acquire the larger-smaller relation. It is sufficient that all pairs of consecutive numbers be presented (see Appendix). The system then spontaneously generalizes to pairs of nonconsecutive numbers, therefore accounting for transitive inference experiments (D9). We verified that this property held not only in theory but also in the simulation. After 300 training trials on consecutive pairs only, asymptotic performance tested on all pairs was 88.1% correct. Networks trained on
SELF-ORGANIZATION OF ELEMENTARY NUMERICAL ABILITIES

Reinforcement learning, which was used in the above simulations, provides a satisfactory account of conditioning experiments in rats or pigeons. However, it cannot explain the spontaneous development, in human and other primates, of an ability to select the larger of two sets in the absence of any training (D8). In this final section we would like to show how an ordering over numerosity detectors (i.e., concepts of “larger” and “smaller”) can self-develop without training from an external teacher. We replace the external teacher with an internal autoevaluation loop (Dehaene & Changeux, 1991), which covertly evaluates the performance of the system in representing the effect of additions and subtractions on numerosity.

This concept is best illustrated by an example. Suppose that a child, in the course of playing, adds one block to a set of three blocks and notices that the set now comprises four blocks. There are two ways in which the observation of a regular association between addition, 3, and 4 can be used for the self-organization of numerical abilities. First, the child may learn to predict the effects of addition or subtraction on numerosity (a capacity that we have chosen not to discuss; but see Starkey, 1992; Wynn, 1992)4. Second, the child may recognize, across different trials, that the relation between 3 and 4 is the same as the relation between, say, 1 and 2. He may thus discover that the ordered pairs, (1, 2), (2, 3), (3, 4), etc., all belong to the same class by virtue of their common association to addition. If the mechanisms that learn this association automatically generalize from consecutive pairs to nonconsecutive pairs, as was shown in the previous section, then this class also extends to any pair in which the first number is smaller than the second. In this manner, the concept of smaller/larger can be acquired.

Network Structure

The modified network with a capacity for self-organization is shown in Figure 2 (bottom). It was naturally impossible to simulate in any realistic way the motor programs and mental sets that enable a child to "play" with a set of items. Rather, we added two "action" clusters to code for the actions of addition or subtraction of one object. Every 40 update cycles, one of these clusters is activated at random (for a plausible neuronal and molecular implementation of such a "generator of diversity" see Dehaene & Changeux, 1991). The physical effect of the corresponding action is then computed, and one object is added or subtracted to the input set (subject to the constraint that numerosity must remain in the interval 1–5). After a few cycles, this new input pattern yields a new pattern of activation over numerosity detectors. At this stage, the network has the three crucial elements.
represented in different assemblies: the initial numerosity is coded in the memory clusters, the operation of addition or subtraction is coded in action clusters, and the resulting numerosity is coded in the numerosity clusters.

The goal of the network is to reconstruct internally, retrospectively, the action that was selected and gave rise to the observed change in numerosity. To this end, the output of the network (now relabeled "reconstruction") in the bottom of Fig. 2 is compared with the actual action that was just performed. If the two match, a covert autoevaluation loop sends positive reward to stabilize the system. The comparison function is implemented by two "action matching" clusters whose strengths and thresholds have been adjusted to implement a logical "AND" operation. "Action matching" clusters project onto the previously defined reward cluster. High activity in the "action matching" assembly indicates a good match between the reconstruction and the actual action. In that case, positive reward is sent and synaptic weights are modified according to the above-defined rule. Low activity among "action matching" clusters indicates a poor match and prompts the sending of a negative internal reward.

DISCUSSION

We have presented a model to account for elementary number processing abilities in humans and animals. In the discussion, we shall first summarize the main features and limitations of the model, and compare them with other theoretical proposals. We shall then examine the neurobiological plausibility of the model and its testable predictions.

Numerosity Detection and the Subitizing/Counting Issue

Gallistel (1990) states that "the only process for measuring numerosity that is both well understood and generally applicable is counting" (p. 344). Our simulations, however, demonstrate the feasibility of extracting approximate numerosity in parallel with a visual display, without serial counting. Our model therefore illustrates how one may account for animals' and human infants' numerical abilities without assuming that they can count (Gallistel & Gelman, 1991, 1992).

Several ways in which fast numerosity apprehension or "subitizing" could work have been previously proposed (for review see Dehaene, 1992; Dehaene & Cohen, 1993), although none has ever been turned into a working simulation. A popular hypothesis called the canonical configuration model supposes that small numerosities are recognized because a small number of objects always form geometrically similar spatial configurations (e.g., three = a triangle; see Mandler & Shebo, 1982). However a major difficulty with this view is that subitizing persists even in the absence of any salient geometric information (e.g., with linear arrays, Ashby et al., 1976). Our model enumerates sets of objects arranged in one-dimensional "reps" without requiring any particular geometric arrangement of the input set.

Our numerosity detection scheme is not limited to small numbers of objects. However, since the variance in the numerosity estimate increases with numerosity itself (Fechner's law), there is a limit above which two consecutive numerosities cannot be separated. For instance, the performance of the network in the same-different task was close to chance for 3 vs. 4 and 4 vs. 5 (see Fig. 5, bottom right). We believe that Fechner's law suffices to explain the higher performance of human adults and children with small numerosities, for instance, the fact that 10-12-month-olds are better at discriminating 2 vs. 3 than 3 vs. 4 or 4 vs. 5 (Strasser & Curtis, 1981). There may be no need to postulate a specific process dedicated to the recognition of small numerosities (for discussion, see Dehaene & Cohen, 1995).

In our model, therefore, the variance in the activation induced by each input object plays an important role in explaining several features of numerical processing. Most of this variance is due to the fact that the filters in the location map provide only an approximate match to the
actual size of the input objects. As a result, 2 or 3 location clusters may be activated by each input object. From a biological standpoint, it seems likely that the operation of normalization for size and location cannot be performed with arbitrary precision by real neuronal systems, and that the numerosity estimates derived by the present method will always be variable and obey Fechner's law.

Our model predicts, however, that the ability to estimate numerosity may vary between species and/or between individuals of the same species, as a function of the accuracy of their visuospatial normalization routines (Klein & Starkey, 1987).

**Limits of the Numerosity Detection System**

The present network suffers from four major limitations:

1. Only up to five objects can be presented for input. This limit is arbitrary and was chosen for computational convenience only. In principle, our scheme allows for the parallel extraction of approximate numerosity from an arbitrarily large set of objects, provided the dimensions of the input retina and the number of numerosity clusters are increased.

2. The input retina is one-dimensional. Our scheme would generalize readily to a two-dimensional retina, provided the object normalization stage was extended to filter two-dimensional blobs of varied sizes.

3. The interaction between the auditory and visual modalities is not modeled beyond the simple summation of numerosities in the two modalities. It seems likely that preverbal organisms can recognize the presence of a single object perceived simultaneously through two modalities. Unlike our model, they would probably not activate “2” if they saw a cow and heard a “moo”! The fusion of auditory and visual modalities into amodal “object files” prior to numerosity detection would be a useful addition to the model.

4. No selection is performed on the nature of the enumerated objects. Our model cannot enumerate, say, only the red items and not the green ones, although there is limited evidence for such behavior in animals (Pepperberg, 1987). An implementation of selective attention is clearly beyond the scope of the present model.

**Development of Numerical Abilities**

We have described two major stages in the acquisition of elementary numerical abilities: an initial stage in which only numerosity detection abilities are present, and a second stage, supposedly appearing at the end of the first year of life, in which children become able to compare two numerosities and to understand ordinality. The transition between these two stages has been described as a learning process in which the system progressively comes to understand how variations in numerosity relate to actions of adding to or subtracting from a set of objects. Initially, the numerosity detectors are not ordered. By exploring the effects of adding or subtracting objects from a set, infants progressively discover the relations between consecutive numerosity detectors. According to Cooper (1984, p. 166), "it is the relationship between the numerosity detector states and the effects of addition and subtraction that give rise to the notions of more and less. From the child's point of view 'more' is invented in this process." Our simulations provide a concrete implementation of these views.

**Limits of Our Developmental Account**

Our model is voluntarily restricted to the earliest stages of numerical development. Subsequent important developmental steps that were not considered here include the acquisition of counting (Gelman & Gallistel, 1978), of a lexicon and grammar of number words (Fuson, 1988; Power & Longuet-Higgins, 1978), of an explicit understanding of number conservation (Piaget, 1952), and of arithmetical facts and procedures (Ashcraft, 1992; van Ljebu, 1990).

The adult number processing system is likely to be composed of several cognitive layers (Dehaene & Cohen, 1991; Dehaene, 1992), only the most primitive and prelinguistic of which is captured by the present model. Our simulation, for instance, was only 78.5% correct in discriminating 4 vs. 5. While this may actually represent a quantitatively correct evaluation of human performance in speeded discrimination of tachistoscopic stimuli, it is clearly far lower than what humans may achieve under nonspeeded conditions. Likewise, our model was close to chance level in judging which of 4 or 5 is the largest. Normal humans, however, can compare digits with high accuracy, presumably because they possess a number of alternative verbal strategies in addition to the postulated preverbal representation. In general, the present model will be most relevant to experimental situations in which the use of such alternative strategies is prevented, either by experimental design or because verbal processes have been disrupted by a cerebral lesion (e.g., Dehaene & Cohen, 1991).

**Neuropsychological and Neuropsychological Predictions**

Our developmental model predicts that elementary numerical abilities rest on two main neuronal networks: the first one, the numerosity detection system, is functional very early in life; the second, which underlies number comparison abilities, develops at the end of the first year. We now consider candidates for the corresponding neuronal structures and outline some testable predictions.
Numerosity Detection and the Parietal Lobe

We attribute approximate numerosity detection to a parallel process that does not require the serial orientation of visual attention toward each object. The postulate that the numerosity detection system belongs to preattentive vision has been tested and confirmed by Trick and Pylyshyn (1991). For instance, using reaction time methods with normal subjects, they found that the position of the attentional focus had much less influence on subitizing performance than on counting performance, and that factors that influenced preattentive vision also influenced subitizing. Since counting, but not subitizing, requires serial attentional movements to specific locations, our model also predicts that brain-lesioned patients with attentional and/or location specification deficits might have severe difficulties in counting, but no problem with subitizing and estimation. This prediction has recently been borne out in five simultanagnosic patients (Dehaene & Cohen, 1993).

Our model postulates a neuronal location map for the parallel extraction of the location and size of visual objects regardless of their exact identity. This role might be subserved by areas of the parietal lobe, which have been hypothesized to participate in the coding of object location ("where") as opposed to object identity ("what") (Ungerleider & Mishkin, 1982). Extraction of object location and size is necessary to program the adequate motor gesture for grasping an object, a process that critically depends on the integrity of parietal cortex. The initial object normalization stage that we postulate in our model need not be dedicated entirely to numerosity extraction. Rather, its primary use might be the prescriptive labeling of object locations for guiding attention and motor behavior. In essence, numerosity estimation would take advantage of an established visuomotor guiding system.

At the neuronal level, a critical prediction of our model concerns the existence of numerosity detectors, or neuronal clusters that respond only to a given input numerosity. Thompson et al. (1970) recorded from five such "counting cells" in the associative cortex of anesthetized cats. However, to our knowledge, the existence of numerosity-detecting cells has not been replicated, perhaps owing to the fact that numerosity is generally not considered as a relevant parameter in cortical activity. We hope that the wide availability of animal models of elementary numerical behavior will prompt a re-evaluation of this notion. Our model tentatively predicts that numerosity-detecting cells should be found within the posterior parietal cortex.

Number Comparison and the Prefrontal Lobe

To go beyond mere numerosity detection and to model the development of same–different and larger–smaller comparison abilities at the end of the first year of life, we have had to supplement the initial structure of our network with two neuronal assemblies: one for memorizing past numerosities and another for the point-to-point comparison of the memorized and present numerosities. We would like to suggest that these structural additions correspond to a stage of cortical maturation in which the prefrontal cortex becomes connected to other brain areas. In humans, while numerosity detection is present at birth (Bijelic et al., 1991; Strauss & Curtis, 1981), the ability to compare two numerosities seems to develop only between 10 and 14 months (Cooper, 1964; Spohrer & Adams, 1984). This delay fits remarkably well with the known development of delayed-response abilities (Diamond, 1988). Human infants before 9 months of age fail on tests of short-term memory such as Piaget's (1954) A-not-B test or the delayed-response test, even with delays as short as a few seconds. By contrast, older infants begin to succeed in the test and after 12 months of age their memory can be sustained over periods of several tens of seconds. In a systematic parallel with the behavior of monkeys, Diamond (1988) showed that adequate performance in delayed-response tasks is critically dependent on the integrity of prefrontal cortex, which gets connected between 9 and 12 months in humans. Neuronal recordings in awake monkeys (Fuster, 1989), as well as modeling studies (Dehaene & Changeux, 1989, 1991), have also confirmed the contribution of prefrontal cortex in the temporary storage, in short-term memory, of a representation of relevant aspects of the external world (Goldman-Rakic, 1987).

Our model shows that numerical comparison also requires the development of similar short-term memory abilities. This parallel between delayed-response and number development, in terms of both time scale and of memory requirements, leads us to postulate a role for prefrontal cortex in the early development of elementary numerical abilities. We predict that number development should be impeded or delayed in infants or in animals with prefrontal lesions. We also predict that cells with long-lasting firing properties, similar to the long-lasting activation of the numerosity memory clusters in our model, may be recorded from the prefrontal cortex of awake animals during numerical comparison tasks.

CONCLUSION

Although the present model concerned itself only with the early development of numerical abilities, it has broader implications for the nature of cognitive development in humans and animals (Changeux & Dehaene, 1989). First, our work emphasizes the multiple levels of organization that may underlie complex cognitive functions such as number processing. Eventually, the neuronal architectures underlying different levels of cognitive functioning should be unified. Second, we have proposed a general selectionist mechanism for the transition from one level to the next in the course of deel-
APPENDIX: COMPARISON IN A SINGLE-LAYER NETWORK

This appendix gives some simple mathematical results concerning the learnability of same-different and larger-smaller comparison tasks in a single-layer network of the perceptron type. Consider a network with 2n input units with activation $X_1 \ldots X_n$ and $X_1' \ldots X_n'$, one output unit with activation A, and 2n connection weights $W_1 \ldots W_n$ and $W_1' \ldots W_n'$. We assume that the numbers to be compared are coded by single units at the inputs. For instance when a pair of numbers ($n1,n2$) is presented for input, the activation of input units is

$$X_{n1} = 1 \quad X_{n} = 0 \quad \text{for } n \neq n1$$
$$X_{n2} = 1 \quad X_{n} = 0 \quad \text{for } n \neq n2$$

The resulting activation A of the output is

$$A = \Phi(W_{n1} + W_n - T)$$

where $T$ is the threshold of the output unit and $\Phi$ is its input-output function. We assume that $\Phi$ is a strictly increasing function verifying $\Phi(-\infty) = 0$, $\Phi(0) = 0.5$, and $\Phi(+\infty) = 1$. These assumptions are valid for the particular case of the sigmoidal input-output function used in most network simulations.

Larger-Smaller Comparison

We want the output unit to be active, say, only when $n1$ is strictly larger than $n2$ (other cases can be treated identically). This can be written as

$$\Phi(W_{n1} + W_n - T) > 0.5 \quad \text{if } n1 > n2$$
$$\Phi(W_{n1} + W_n - T) < 0.5 \quad \text{if } n1 \leq n2$$

First, we show that it is sufficient to train the network with numbers that are equal or consecutive, and that it will then generalize to all pairs of numbers. Suppose that the above conditions hold for $n1 = n2$ and for $n1 = n2 + 1$:

$$\Phi(W_{n1} + W_n - T) > 0.5$$
$$\Phi(W_{n1} + W_n - T) < 0.5$$

Letting $Z_n = W_n - 772$ and $Z_n' = W_n' - 772$, it follows from the definition of $\Phi$ that

$$Z_{n+1} + Z_n > 0 \quad \text{and} \quad Z_n + Z_n' < 0$$

This is equivalent to $Z_n < -Z_n' < Z_{n+1}$ for all $n$ (interlacing condition). It follows immediately that

for all $p \geq 0$, \hspace{1cm} $Z_n < Z_{n+p}$

and

for all $p > 0$, \hspace{1cm} $-Z_n < Z_{n+p}$

and these conditions imply that the network responds correctly to all input numbers $n1$ and $n2$.

Note that the actual presentation of cases where $n1$ is equal to $n2$ is vital to the above demonstration. Indeed, suppose that a network had been trained to perform correctly with input pairs $(1,2), (2,3), (2,3)$, and $(3,2)$, but not with the pairs $(1,1), (2,2), (3,3), (1,3), (3,1)$. Then in some “pathological” cases this network may fail to generalize correctly to the pairs $(1,3)$ and $(3,1)$. In our simulations, however, this pathological situation never occurred.

It is always possible to find connection weights that will satisfy the interlacing condition $Z_n < -Z_n' < Z_{n+1}$ for all $n$. Furthermore, it is easy to reverse the above demonstration and show that the interlacing condition is in fact necessary and sufficient. Larger-smaller comparison is therefore learnable, and learning algorithms such as the delta rule will always find a solution (Minsky & Papert, 1969).

The interlacing condition implies that the weights from the first input are monotonically increasing, whereas the weights from the second input must be monotonically decreasing. This is exactly the pattern of connection weights that was found in our simulation (Fig. 8). This monotonicity of the weights implies a distance effect. The activity $A$ of the output unit will deviate more from its resting level 0.5, the more distant the two compared numbers. This derives directly from the observation that for all $n$,

$$\ldots < W_{n-1} + W_n - T < W_n + W_n - T < 0.5 < W_{n+1}$$

and

$$\ldots < W_n + W_{n+1} - T < W_n + W_n - T < 0.5 < W_{n+1}$$

For instance if the threshold $T$ is not fixed but subject to noise, as in our simulations, then the probability of an erroneous response will decrease with increasing distance between the two compared numbers. Furthermore if the output unit accumulates activation over time, as is
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the case for our self-connected autoexcitatory clusters, then the response time of the unit will also decrease with increasing distance.

**Same–Different Comparison**

We now want the output unit to be active, say, only when \( n_1 \) is different from \( n_2 \) (the symmetrical case can be treated identically). This can be written as

\[
\Phi(W_{n_1} + W_{n_2} - \tau) > 0.5 \quad \text{if} \quad n_1 \neq n_2
\]

\[
\Phi(W_n + W_{n-1} - \tau) < 0.5 \quad \text{for all} \quad n
\]

This problem is similar to the well-known XOR problem and is therefore not learnable in a single-layer perceptron. To demonstrate this, suppose that the four following equations are simultaneously satisfied for a given pair \((n_1, n_2)\):

\[
\Phi(W_{n_1} + W_{n_2} - \tau) < 0.5
\]

\[
\Phi(W_{n_2} + W_{n_1} - \tau) < 0.5
\]

\[
\Phi(W_{n_1} + W_{n_2} - \tau) > 0.5
\]

\[
\Phi(W_{n_2} + W_{n_1} - \tau) > 0.5
\]

This is equivalent to

\[
Z_{n_1} + Z_{n_2} < 0.5
\]

\[
Z_{n_2} + Z_{n_1} < 0.5
\]

\[
Z_{n_1} + Z_{n_2} > 0.5
\]

\[
Z_{n_2} + Z_{n_1} > 0.5
\]

The first two equations are clearly incompatible with the two others.
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**Notes**

1. This level of performance was indeed asymptotic in that it depended only on the representation used for numerosity, and not on the learning algorithm itself. For instance, it was impossible in principle for the network to do better than 80% in discrimination of 4 vs. 5, because the internal representations of 4 and 5 varied widely and often overlapped.

2. The possibility of accounting for “transitive inference” experiments using classical reinforcement learning, such as the Trescoll-Wagner rule, has been recognized by Cowhill and Bitterman (1992).

3. In transitive inference experiments (DS), the distance effect has an interesting implication: performance is actually lower with the trained pairs of consecutive numbers (75-44% correct) than with the untrained pairs of nonconsecutive numbers (96.2% correct). Superior performance on untrained pairs has been repeatedly found in transitive inference experiments (e.g., Bryant & Trabasso, 1971; McGoigle & Chalmers, 1977; von Persen et al., 1991). This counterintuitive observation indicates that, contrary to what the name “transitive inference” suggests, more distant pairs do not require additional inferential steps.

4. Wyn’s (1992) results demonstrate knowledge of 1-1 and 2-1 in 5-month-old infants. This suggests that the ability to predict the result of additions or subtractions may develop before the ability to compare two numbers which Cooper (1984) locates around 10-14 months. However, contrary to Wyn (1992), we do not think that such data demonstrate the “innateness” of numerical abilities (see Changeux & Delaene, 1989, for a selective approach to the innate-acquired debate).

5. Our discussion of the anatomical basis of numerical abilities focuses on mammals, particularly primates. The anatomical organization of birds is likely to be very different, even though at the computational level their numerical processes might be isomorphic to those of mammals.

6. (Note added in proof) Anderson and his colleagues (Anderson, Sperber & Bennett, in press) have proposed a somewhat similar model, with special emphasis on modeling of human adult’s arithmetical abilities.
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