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Neuropsychologists commonly use the Wisconsin Card Sorting Test as a test of the integrity of frontal lobe functions. However, an account of its range of validity and of the neural mechanisms involved is lacking. We analyze the test at 3 different levels. First, the different versions of the test are described, and the results obtained with normal subjects and brain-lesioned patients are reviewed. Second, a computational analysis is used to reveal what algorithms may pass the test, and to predict their respective performances. At this stage, 3 cognitive components are isolated that may critically contribute to performance: the ability to change the current rule when negative reward occurs, the capacity to memorize previously tested rules in order to avoid testing them twice, and the possibility of rejecting some rules a priori by reasoning. Third, a model neural network embodying these 3 components is described. The coding units are clusters of neurons organized in layers, or assemblies. A sensorimotor loop enables the network to sort the input cards according to several criteria (color, form, etc.). A higher-level assembly of rule-coding clusters codes for the currently tested rule, which shifts when negative reward is received. Internal testing of the possible rules, analogous to a reasoning process, also occurs, by means of an endogenous autoevaluation loop. When lesioned, the model reproduces the behavior of frontal lobe patients. Plausible biological or molecular implementations are presented for several of its components.

Studies of the frontal cortex have benefited, in past years, from the concerted efforts of neuropsychologists (Luria, 1964; Shallice, 1982, 1988; Stuss and Benson, 1986; Damasio et al., 1990) and neurobiologists (Goldman-Rakic, 1987, 1998; Fuster, 1989) to an extent that justifies the elaboration of plausible models for the neural bases of specific frontal cortex functions (e.g., Dehaene and Changeux, 1989; Levine and Prueitt, 1989). Recently, we proposed a simple neural network that accounts for the contribution of frontal cortex in delayed-response tasks (Dehaene and Changeux, 1989). The present paper extends this initial model to a more complex, yet classical, psychological task tapping frontal cortex: the Wisconsin Card Sorting Test. We tackle the problem through 3 convergent modes of analysis. First, we briefly review the experimental findings in normal subjects and brain-lesioned patients. Then, using a computational analysis, we identify cognitive components required for an artificial machine to pass the test. Finally, we describe how these components can be implemented within a plausible neuronal architecture.

Description of the Test

The Wisconsin Card Sorting Test (Grant and Berg, 1948) requires subjects to discover the principle according to which a deck of cards must be sorted. The standard material consists of cards bearing geometric figures that vary in color (red, green, blue, or yellow), number (1, 2, 3, or 4 items). Four reference cards, shown in Figure 1, are aligned in front of the subject throughout the test. Another deck of cards serves as response cards. The subject is instructed to place each response card in front of 1 of the 4 reference cards, wherever he thinks it should go. After each response, he is told whether the response was “right” or “wrong,” but not where the card should have gone. The goal for the subject is to get as many “right” responses as possible. Initially, cards must be sorted according to, say, color. When performance is successful, the sorting rule is changed, for example from color to shape; the subject must notice the change and find the new correct rule.

Neuropsychologists commonly employ 2 versions of the test that differ only in details. In Milner’s (1953) original test, 2 decks of all possible 64 cards are used as response cards. The criterion for a change of rule is 10 successes in a row. The subject is not told when...
the rule changes. The test ends either when the subject has reached 6 criteria, namely color, shape, number, color, shape, number, or when all 128 cards have been used.

Nelson (1976) introduced a number of modifications to the test.

1. Among the 64 cards of a complete deck, 40 are ambiguous because 2 or more of their attributes are shared with the same reference card. For example, the card with two red triangles is similar to the first reference card in both color and shape. Such cards are ambiguous both for the experimenter, who cannot infer which rule the subject is following, and for the subject, who cannot determine for which rule he was reinforced. Nelson eliminated those 40 cards and used only the 24 cards that shared only one attribute with each of the reference cards. Each card is used twice, for a total of 48 cards in the response deck.

2. Nelson's version employs a criterion of only 6 successes in a row before the rule is changed.

3. The subject is warned before each change of rules.

4. Finally, the correct rules are not defined a priori by the experimenter. Rather, for the first trial, whichever sorting strategy the patient uses is considered correct. Subsequently, whichever new strategy is employed defines the second rule. The third rule is determined in the same way. The 3 rules are then repeated in the same order.

**Performance of Normal and Lesioned Subjects**

Milner (1963), Drewe (1974), and Nelson (1976) have examined the performance of normal subjects and of patients with different lesion types. Their observations are summarized below.

**Normal subjects versus patients.** As expected, normal subjects generally obtain more success criteria than lesioned subjects, regardless of lesion site.

**Global performance level is not discriminative.** Many normal subjects fail to complete the test. For example, in Nelson's (1976) study, 6.5% of normal subjects learned only 1 rule correctly out of the 6 that the full test comprises. Age is a good predictor of success or failure, so the oldest nonfrontal patients make approximately as many errors as the frontal ones. Hence, frontal and nonfrontal old patients cannot be reliably separated on the basis of the number of learned rules, or of the total number of errors.

**Perseveration characterizes frontal patients.** An error is classified as perseverative if the subject continues to use a rule that was previously correct, even after negative feedback is provided. Frontal patients make significantly more perseverative errors than normal subjects or nonfrontal patients; they fail to shift from one sorting rule to another.

**Sites of disruptive lesions.** Milner (1963) compared pre- and postoperative performances in patients with a dorsolateral frontal lobectomy, and found a significant postoperative increase in perseveration. By con-
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trast, no excessive perseverations were observed following temporal, bilateral hippocampal, or even inferior frontolimbic lesions. According to Drew (1974), medial frontolimbic lesions may be even more disruptive than dorsolateral frontolimbic lesions. Finally, left frontolimbic lesions generally yield more verbal errors, though not necessarily more perseverations, than right frontolimbic lesions (Drew, 1974).

Drew (1974) correctly emphasizes the "non-unitary nature of the impairments shown" (p. 168). Several factors probably contribute to the complexity of the test. This complexity may be useful, or even necessary, in order for the test to be sensitive to frontolimbic lesions. Yet it also impedes our comprehension of the cognitive components involved. In the following section, we undertake a computational or functional analysis of the components that are necessary in order to pass the test. We aim at better understanding the "computational constraints" (Matt, 1982) that govern performance: what are the minimal abilities required, what types of performance are to be expected from a given cognitive architecture, and what are the possible sources of failure in the test?

**A Functional Analysis of the Wisconsin Card Sorting Test**

Let $p$ be the number of dimensions (color, form, number, etc.) along which the cards may vary, and let $q$ be the number of features along each dimension ($p = 3, q = 4$ for the standard test). There are thus $q^p$ reference cards defining the possible responses, and $q^p$ different response cards. We assume that a cognitive system $C$, is confronted with an infinite series of response cards. For each card $C$ selects a response according to its current selection rule, receives a positive or negative reward, and decides to change its current rule or not. Our goal is to calculate the mean number of trials required for the system to converge to the correct rule specified by the experimenter, as a function of $p, q$, the version of the test used (Milner or Nelson), and the architecture of $C$.

The definition of the cognitive system $C$ must specify the number and type of available selection rules, and the conditions for the rejection of the current rule and the adoption of a new one.

**Available rules.** Let $r$ be the total number of available rules. It is necessary that the $p$ base rules that define selection according to the $p$ dimensions of the cards (color, form, number, etc.) be available; hence $r \geq p$. The number $r$ is not necessarily equal to $p$, because the test instructions do not specify the set of possible rules. A subject can envisage complex rules, for example, "Choose whichever reference card is most similar to the response card," or "Choose the triangle if the response card is green, otherwise choose the circle." Obviously, it is not possible to list all such rules. We shall only assume that the $r - p$ additional rules are independent of the base rules and of each other (2 rules are independent if the probability that they specify the same response to a given card, averaged over all possible cards, is $1/q$, i.e., at chance level). This assumption will generally not be satisfied, especially for large $r$, but it may serve as a first-order approximation.

**Conditions for changing the current rule.** Initially, the current rule is chosen at random. To ensure the stability of the correct rule once it has been found, it must be assumed that no change of current rule can occur on positively reinforced trials. We further assume that on each trial, there is a probability, $P$, of ignoring the reward. Thus, a new current rule is selected only when the reward for the preceding trial was negative and was not ignored.

Six different cognitive systems, or machines, may be distinguished according to the manner in which they select a new rule (Fig. 2). The first 3 are random machines that simply draw a new rule at random from the repertoire of available rules, without any reasoning. The simplest possible machine (random) draws a new rule with replacement of the preceding rule: hence, there is a finite probability, $1/r$, of not changing the rule at all. A second, more complex machine (random + context) avoids drawing again the rule that was just rejected. Finally, the third machine (random + memory) keeps an episodic memory of previously rejected rules, and draws only among the remaining possible rules, thus progressively reducing the possibilities.

The next 3 machines we consider have the faculty of rejecting some rules not only by trial and error, but also by reasoning. The reasoning is quite simple: on a negatively reinforced trial, all the rules that would have led to the same (wrong) response are necessarily incorrect. The fourth machine (reasoning, no memory) uses such reasoning only locally in time: it avoids choosing any such necessarily incorrect rule, but it does not keep a memory of the rules that were rejected on previous trials. The fifth machine (reasoning + memory) keeps such an episodic memory. Hence, rules that are rejected, either by trial and error or by reasoning, are definitely labeled as incorrect and are never used again.

Finally, the sixth machine (optimal) guarantees the shortest learning time. In addition to reasoning on negative trials and memorizing rejected rules, it also reasons on positive trials. In such trials, all the rules that would not have led to the same response are rejected as incorrect and memorized as such; they will not be tried on later negative trials. Schematic diagrams of the operation of the 6 machines appear in Figure 2.

**Theoretical Results**

Given the above specifications, we mathematically derived the mean number of trials before a given machine converges to the correct rule, for both Milner's and Nelson's versions of the test (an outline of the calculations is provided in Appendix A). We then calculated the mean test duration, i.e., the mean number of trials before 6 criteria are reached. If this mean test duration is lower than 128 trials in Milner's version, or 48 trials in Nelson's version, the machine can be said to pass the test successfully.

**Sensitivity of the test.** Figure 3 gives plots of mean
test duration as a function of machine type and the number of rules available in the repertoire, when the reward is never ignored \((P = 0)\). Note first that when the repertoire contains only the 3 base rules, the performances of the 6 machines are quite similar, and even the most simple random machine passes the test (though Nelson's version appears more selective). Thus, we expect the test to be only weakly sensitive to interindividual differences in memory or reasoning abilities. This is important for clinical purposes, because it allows the testing of subjects with a relatively low level of education (Nelson, 1976). However, as far as neuropsychological research is concerned, it means that the test will not permit the discrimination of subtle lesion types that would affect only one cognitive component, for example, the reasoning process or the episodic memory for previously rejected rules.

**Influence of repertoire size.** As shown in Figure 3, performance in the test is highly dependent on the total number of available rules (paramater \(r\)). The formal analysis thus suggests that an important source of intersubject variability is the range of rules that a given subject will consider. The reliability of the test might be improved by explicitly instructing the subjects that only 3 sorting rules—color, form, and number—are possible.

**Cognitive architecture and combinatorial explosion.** Most machines cannot handle a large number of rules and still pass the test; the random search for the correct rule rapidly becomes too slow if the search
space is large. However, not all machines are equally sensitive to this effect. In particular, the two machines that possess both episodic memory and reasoning abilities are able to reduce seriously the combinatorial explosion. For them, mean test duration increases only logarithmically, not linearly, with the number of rules.

Importance of correct reward processing. How does performance evolve when the probability of ignoring reward is not 0? The effect of this variable is shown in Figure 4. Ignoring reward on some trials yields a dramatic increase in the mean test duration. The increase is similar in nature for all 6 machines. The data in Figure 4 correspond to machines mastering only the 3 base rules. Of course, the increase would be even more important for machines using a large number of rules.

Sources of failure in the test. Figures 3 and 4 show that there are essentially 2 sources of failure in the test. A subject may fail either because he/she is evaluating too many rules, or because he/she neglects the reward signal. The existence of these 2 sources can readily explain the paradoxical result that many normal subjects fail to reach the required number of criteria in the test. Normal subjects probably fail for the first reason, while frontal patients probably fail for the second one. Note that both types of failures, although confounded by total test duration or total number of errors, can be distinguished by a trial-by-trial examination of performance. Subjects that imagine overly complex rules will appear to perform orthogonally to the 3 base rules, and in particular will make errors inconsistent altogether with the color, form, and number criteria (out-of-class errors). Subjects that tend to ignore the reward will make more numerous perseverative errors, continuing to use a rule after it has been shown to be incorrect. Consistent with this analysis, Nelson (1975) argued that the percentage of perseverative errors discriminates frontal patients from others better than the total number of errors or the number of criteria reached does.

According to this account, the main effect of frontal lesions would be to disrupt the appropriate integration of reward signals into a purposeful behavior. In addition, however, one need not assume that the machine type describing a given patient remains invariant following a lesion. Lesions may alter not only the parameters of any given machine (i.e., the number of rules and the probability of ignoring reward), but also the machine type itself, by disrupting reasoning abilities, for example. Such qualitative alterations of processing may not be identifiable using the Wisconsin Card Sorting Test alone (see Sensitivity of the test, above), but they may worsen the deficit observed. This point will be further discussed below.

Conclusions of the Functional Analysis
The functional analysis has isolated at least 3 cognitive components involved in the Wisconsin Card Sorting Test: the ability to change the current rule rapidly...
when a negative reward occurs, the ability to memorize previously tested rules and to avoid testing them twice, and the ability to reject some rules a priori by reasoning on the possible outcomes of using one rule or the other. It has often been proposed that the frontal cortex is involved in these 3 functions, so it is perhaps not surprising that the Wisconsin Card Sorting Test is so sensitive to frontal damage. On the other hand, our analysis suggests that only ability 1—correct processing of negative rewards—is critically assessed by the test. Assessing episodic memory and reasoning abilities requires more sensitive tests.

The value of such a formal analysis is to provide boundary conditions for the implementation of the above-defined processes or machines. However, many such implementations are compatible with the computational description. At this stage, the actual psychological mechanisms by which rule selection and reasoning take place are left unspecified, and at the neural level, the precise neuronal circuitry of each cognitive component remains to be identified. The next step, then, is to discover, or at least hypothesize, the particular implementation used in the human brain. In the following section, we introduce a model neuronal network resting on biologically plausible principles and able to pass the Wisconsin Card Sorting Test. The purpose of this modeling is not to attempt a better quantitative fit to psychological data on the test, since the presently available data are at best qualitative and are adequately captured by the above formal analysis. Rather, we aim at introducing experimentally testable hypotheses about the neuronal and molecular mechanisms for rule selection, episodic memory, and reasoning.

A Neuronal Architecture that Passes the Wisconsin Card Sorting Test
We shall first describe the anatomical architecture of the network, then its dynamics and its normal functioning. Finally, we shall examine the behavioral consequences of lesioning parts of the model.

Neuronal Clusters and Synaptic Bundles
The units of our model neuronal network are neuronal clusters linked by bundles of excitatory and/or inhibitory synapses, as described in Dehaene et al. (1987). The clusters are viewed as modeling the widespread columnar organization of cerebral cortex (Edelman, 1978, 1987, 1989; Mountcastle, 1978; Goldman-Rakic and Schwartz, 1982; Goldman-Rakic, 1984).

Each cluster is composed of hundreds of neurons densely interconnected by excitatory synapses. The detailed connectivity of neuronal clusters is not explicitly formalized (but see below). Rather, each cluster is modeled as a unit with sigmoid response curve and a strong auto-excitatory connection. Unlike single neurons, individual neuronal clusters may possess, depending on their threshold and their auto-
plies that several hundred neurons encode similar, though perhaps not strictly identical, information in parallel. Thus the representation may resist degradation. Nevertheless, "grandmother cluster" encoding was adopted in the model only for the sake of simplicity. Functioning depends mainly on different parameters, such as location or color, being coded in separate neuronal populations, but individual parameter values (e.g., a particular location) might have been coded by distributed activity patterns without much affecting the simulation.

**Architecture and Functioning of the Model**

The organization and connectivity of neuronal assemblies in the model is shown in Figure 5. We shall describe the assemblies in the order in which they are activated in the course of a test trial (Fig. 6).

At the input, response cards are coded according to their features along the dimensions of color, form, and number, by specific feature-coding clusters. This coding scheme is inspired by the known anatomical segregation of dimensions in the visual system (Ungerleider and Mishkin, 1982; Livingstone and Hubel, 1988; Zeki and Shipp, 1988). Input activations are transmitted topographically to memory clusters, which maintain a sustained level of activity even when the input that activated them is suppressed. Cells with such prolonged firing have been observed in dorsolateral prefrontal cortex (e.g., Fuster, 1973, 1986; Niki, 1974) and are assumed to maintain in short-term memory a representation of the external world (Niki, 1974; Goldman-Rakic, 1987). In the model, all clusters corresponding to an input dimension (e.g., color) compete and inhibit each other, ensuring that only 1 feature is memorized for each dimension. Thus, new memories erase the preceding ones.

Memory clusters project topographically to a layer of units coding for the current "intention" of response. The term intention is used here in the restricted operational sense of a prolonged activation predicting subsequent motor outputs. "Intention cells" have been recorded electrophysiologically in prefrontal, premotor, and motor cortex (e.g., Niki, 1974; Niki and Watanabe, 1976; Georgopoulos et al., 1989). These cells are long before a movement occurs and respond differentially for different movements. Some show a progressive increase in firing rate (response anticipation; e.g., Kojima and Goldman-Rakic, 1982), and their activity predicts the occasional errors that the animal makes (e.g., Fuster, 1973).

The model includes 4 intention clusters, each coding for the choice of a particular reference card in Figure 1. The activation of any such cluster signals an intention of choosing the corresponding reference card. Again, competition ensures that only 1 intention cluster is activated at a given moment. The intention is actualized only when activation is propagated to the actual output clusters. Propagation is gated by the activity of a "go" unit. Hence, a response is given only when an external go signal is received. The go cluster might also be activated by endogenous decision pro-
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**Figure 5.** Schematic architecture of a model neuronal network able to pass the Wisconsin Card Sorting Test. Filled circle represents the input clusters, filled square represents the output clusters, and empty circle represents the internal clusters. Each line represents a bundle of synapses; auto-inhibitory connections and lateral inhibitory connections within each assembly are not shown. On the input side, cards are coded along the dimensions of color, form, and number, and their features are stored in the short term as a pattern of activation in memory clusters. Memory clusters in turn activate the clusters defining the current intention for output. Rule-coding clusters modulate this transmission between memory clusters and current intention clusters, thus effectively varying the sorting role. When the go unit is activated, activity coding for the current intention is in turn transmitted to output units. The subsequent entry of positive or negative reward (input) selects among the possible states of activity of the rule-coding layer, until the appropriate rule-coding cluster is activated. In the absence of an external reward, an auto-evaluation loop enables the system to reject rules autonomously, by evaluating the current intention with respect to memorized situations.
Figure 8. Time course of activation of the different clusters during a typical test trial. Top: Each box represents the activity of one neuronal cluster over time. Three input clusters, coding for the stimulus card features along the dimensions of color, form, and number, are activated initially. Their activation is transmitted to the corresponding memory units, whose activity level remains high even after stimulus extinction (except for 1 memory failure in the form-coding assembly). Previous memories are erased. Since in this particular trial the rule-coding cluster corresponding to number is active, the activity pattern among number-coding memory clusters is transmitted to the clusters coding for the intended output (again, replacing any previous activation). Later, the go unit is activated by an external signal, pronouncing the transmission of activation from intention to actual output clusters. A response is recorded, which is scored as incorrect by the experimenter. Upon reception of the negative reward signal, the number rule becomes destabilized, and the cluster coding for the color rule is eventually activated: the next card will be sorted according to color, not number. Bottom: Superimposed activation curves for relevant clusters in the same trial, showing the relative errors of the various trial and neuronal events.
cesses, but we do not use this possibility in the following simulations.

The critical function of the network—to sort the cards according to 1 out of 3 possible criteria—is performed by the rule-coding clusters. Each rule-coding cluster codes for a particular sorting rule (color, form, number, etc.) and gates the corresponding subset of memory-to-intention connections (Fig. 5).

Memorized information about color, for instance, influences the response of the network only if the connections for color are potentiated by the color rule-coding cluster. Hence, the pattern of activity over rule-coding clusters determines what sort rule will be used. In most of the following simulations, only the 3 base rules of color, form, and number are coded in the network. However, additional rule-coding clusters are sometimes included. These clusters then modulate a randomly chosen subset of the memory-to-intention connections.

The existence of rule-coding neurons is an original prediction of the model. These neurons would keep a sustained activity across several experimental trials in which the animal uses the same rule of behavior, even if the stimuli and the action taken on each particular trial vary. They would change their firing only when the animal changes its rule of behavior. Since in most experiments of neuronal recordings the animal is trained to perform a single task, it is perhaps not surprising that such neurons have not yet been unambiguously identified in prefrontal cortex. However, Thorpe et al. (1985) recording in orbitofrontal cortex, found several classes of units, among which 1 might be classified as a rule-coding neuron. This neuron fired on each trial of a go-no go task when the response contingency (the rule) was blue = go; green = no go. It remained silent when the contingency was reversed (blue = no go, green = go). This isolated finding remains to be replicated and extended to more complex situations, by recording during the training phase or while the animal is switching between tasks.

For our network, finding the correct rule consists of selecting 1 of the possible states of activity of rule-coding clusters. This selection is achieved by the reward signal. Each time a wrong response is chosen, the network receives a negative reward, i.e., an "error" cluster is activated. The biological inspiration for the error cluster is the existence of error-coding cells in prefrontal cortex which fire selectively after the animal makes an error or fails to receive juice (e.g., Niki and Watanabe, 1979).

Activation of the error cluster transforms the rule-coding network into a "generator of diversity." Under normal principles of operation, reception of a negative reward destabilizes the currently active rule-coding cluster; the rule-coding clusters then enter into a competition until 1 of them wins and becomes active again. Hence, the reception of negative reward generally yields the choice of a new current rule. Figure 6 shows this process occurring during a negatively reinforced trial: when the reward is received, the color rule is replaced by the form rule. We now describe, in some detail, the operating principles of this generator of diversity.

The Generator of Diversity and Episodic Memory

We assume that the error cluster modulates the connections of rule-coding clusters in such a way that negative reward leads to a short-term depression of currently active excitatory connections among rule-coding clusters. The exact equations simulating this process are given in Appendix B. The depression mechanism ensures that the auto-inhibitory connections of the currently active rule-coding clusters weaken. If connection strength drops below a certain threshold, then auto-inhibition is no longer sufficient to maintain a sustained level of activity, and the cluster becomes inactive. The other rule-coding clusters are thus disinhibited. Noise in the simulation ensures that one cluster will eventually re-activate and inhibit all the others. Functionally, the net result is a generator of diversity: the current rule changes at random when sufficient negative reward is received.

Depressed connections spontaneously recover their normal strength. The speed of recovery is a crucial parameter that governs the memory span of the generator. If recovery is very fast, then the rule-coding cluster that was just eliminated immediately re-enters in competition with the other clusters. Hence, there is a finite probability of not changing rules at all. This provides an implementation of the random machine analyzed formally in our functional analysis above. In contrast, if recovery is slower, then the competition takes place only between the remaining rule-coding clusters, leaving aside the 1 just eliminated. This corresponds to our random + context machine. Finally, if recovery is very slow and extends over several consecutive trials, the network exhibits an episodic memory and behaves as the random + memory machine described above. Eliminated rules do not enter the competition again; the generator of diversity keeps track of previously rejected rules and does not activate them any longer.

Functionally, we observe that a network with slow recovery serially tries the 3 rules of color, form, and number until the correct rule is found. In contrast, a network with fast recovery may try sequences such as color, color, form, color before eventually settling into the correct number rule. Figure 7 provides a quantitative comparison of networks with three different values for recovery rate (ε = 0.95, fast recovery = random machine; ε = 0.97, intermediate recovery = random + context machine; ε = 0.99, slow recovery = random + memory machine). In agreement with our functional analysis of the test (above), performance increases with memory span. Compared to the other two machines, the random + memory machine learns faster, is more likely to find the correct rule in a single trial, hardly ever perseveres in an incorrect rule, and avoids retesting a rule once it was shown to be incorrect. Our network thus offers an elementary implementation of episodic memory for the previous.
Network type
- A: Random
- B: Random + context
- C: Random + Memory
- D: Auto-evaluation, no memory
- E: Auto-evaluation + Memory
- F: C + lesioned reward network
- G: C + lesioned rule-coding network
n.m. = not measurable

Figure 7. Comparison of the performance of several intact or lesioned networks. For each network type, 500 trials were simulated using the modified version of the test described in the text, with a criterion of 3 successes in a row. a. Number of trials necessary before reaching criterion. Note the improvement in performance with increased complexity, from the basic random machine A to the most complex machine E with auto-evaluation and episodic memory. Lesioned networks perform poorly, especially the one with lesioned rule-coding layer (G), which must reconstruct the sorting rule by slow synaptic modifications. b. Percentage of immediate success following a single negative trial. This display is essentially the reciprocal of the preceding one. Note the quasi-optimal performance of machine E (86.4% immediate success) and the floor effect for lesioned networks. c. Perseveration rate, measured as the percentage of negatively rewarded trials that were not followed by a change of rules. Lesioned networks perform much worse than the intact machine C. Also note a nonnegligible perseveration rate for machine B, which lacks a memory of the previous rule tried. d. Evaluation of episodic memory. We measured the probability P(ABC/AB) that the third rule C be tried following 2 consecutive negative trials with different rules A and B. This measure estimates the capacity of a network to try consecutively all 3 available rules, and to avoid testing the same rule twice. Note the improvement with increasing memory capacity for the first 3 machines. Measurements for machines with auto-evaluation (D and E) were not measurable, since 2 consecutive failures occurred only rarely, and the sequential trial of rules occurred very quickly between trials. For the lesioned network F, failure on this measure of memorization merely results from the high level of perseveration. Performance of network G could not be measured because this network often made choices altogether inconsistent with the 3 basic rules.
rules may be eliminated a priori by evaluating in advance their possible outcomes. In the model, this role is subsumed by the auto-evaluation loop. As shown in Figure 5, this loop short-circuits the external entry of reward and permits an exogenous activation of the error cluster. The network then functions as a critic of its own choices, and corrects itself until a plausible rule is found, one that is compatible with the previously stored knowledge of positively or negatively rewarded situations.

In detail, the auto-evaluation loop consists of direct intention-to-error connections whose efficacies change rapidly according to a classical Hebbian rule (equations in Appendix B). When no reward is given, these connections relax toward 0 and, hence, do not significantly affect the simulation. However, when negative reward is received and the error cluster is activated, the connection linking the currently active intention cluster to the error cluster is strengthened. Hence this intention is labeled “incorrect.” As described previously, the error signal also triggers the choice of a new current rule. During the initial period, this new rule, applied to the memorized features of the previous input card, yields a new pattern of activation over intention units. This pattern codes for the action that would have been undertaken had the new current rule been active on the previous trial. If it is in fact the same pattern as before, this means that, placed in the same situation, the new rule would have led to the same incorrect choice as the former rule; hence, the new rule must also be incorrect. The auto-evaluation loop then keeps the error cluster active through the potentiated intention-to-error connection, thereby preventing the new rule from stabilizing. The sequential reversal of rules will continue until a plausible rule is found, thus, a rule whose consequences, positive or negative, cannot be known in advance on the basis of the previous trial.

Figure 8 compares the evolution of activity in rule-coding units when networks with or without auto-evaluation are simulated. In all cases, negative reward initially triggers a change of the current rule. However, only networks with auto-evaluation are able to predict that the new current rule also yields an incorrect choice. The auto-evaluation loop then maintains the activation of the error cluster, triggering as many rule changes as needed for a plausible rule to be found. The resulting sequential evaluation of rules constitutes an implementation of an elementary reasoning process.

Figure 7 provides a comparison of performance for networks with and without the auto-evaluation loop. As noted in the initial analysis, the Wisconsin Card Sorting Test is only weakly sensitive to differences in cognitive architecture. To render the improvements due to the auto-evaluation loop more visible, we designed a variant of the test that better separates reasoning from nonreasoning machines. This variant uses only the 36 cards for which 2 rules yield the choice of the same reference cards, and the third rule yields a different choice. For example, a card with 2 red

![Figure 8. Comparison of the activity of rule-coding clusters in networks with or without the auto-evaluation loop. Top: The simple transition from the form rule to the number rule following negative reward in a network without auto-evaluation. Middle: Subsequent events in a network with auto-evaluation. Because on this particular trial the number rule led to the same incorrect choice as the form rule, the reward cluster remains activated by the intention-to-error connections, until the number rule eventually gets replaced by the correct color rule. Bottom: What happens when additional rules are added to the repertoire of the network: the sequential trial of rules continues until a satisfactory rule is found—here the color rule.](image-url)
triangles is similar to the first reference card in both color and form, but is identical in number to the second reference card (Fig. 1). With such cards, a machine that reasons can find the correct rule in only 1 trial; as soon as negative reward is received, all but one sorting rule can be eliminated. In contrast, a nonreasoning machine should reach about 50% success following the first negative trial.

The comparisons of network types that appear in Figure 7 were performed with this new version of the test. The crucial measure to evaluate reasoning abilities is the percentage of success following a single negative trial (single-trial learning). Clearly, the network with auto-evaluation and memory scores better than the corresponding random + memory network (98.4% vs. 39.8%). Similarly the network with auto-evaluation but no memory scores better than the associated random + context network (72.3% vs. 35.2%).

Lesioning the Network

The most crucial evaluation of the model concerns its ability to reproduce the behavior of brain-lesioned patients following ablation of some of its components. We consider 3 types of lesions to our network.

Lesioning the reward network. We stimulate a disruption in the error-processing circuit, in an otherwise intact random + memory network, by a weakening of the input to the error cluster (+5 instead of +6 on incorrect trials). The net result is an increase in perseverations, similar to what is observed in frontal patients (Fig. 7). The current rule is often not changed following a single negative reward. Rather, it takes several negative rewards in a row before the rule is destabilized. In essence, the generator of diversity still works, but with abnormal inertia. As a consequence, single-trial learning totally disappears, and it now takes much longer for the network to reach criterion.

Lesioning rule-coding clusters. A more radical lesion consists of totally eliminating the rule-coding clusters. We then assume that the memory-to-intention connections have a fixed short-term component $S_r = 0.5$, and that their efficacy varies in the long term according to a Hebbian rule whose sign is modulated by the sign of the reward (see Appendix B for technical details). Slow learning by correlation of input and output is then the only means of adaptation to the task. The main behavioral consequence is lack of systematicity (Fodor and Pylyshyn, 1988). The lesioned network can no longer treat all instances of a variable like color in the same regular way. Rather, the responses to each of the 4 possible colors have to be learned separately at different times. Hence, learning is slowed down by about a factor of 10 (Fig. 7). Performance in the course of learning appears chaotic. The network sorts in a quasirandom manner by color, form, or number.

Lesioning the auto-evaluation loop. The above lesions have a dramatic effect on behavior, with increased perseverations and slowed learning. In contrast, our model predicts that some focal lesions may have almost undetectable effects on performance. Such is the case with a lesion to the auto-evaluation loop only. The only consequence of such a lesion is the loss of the reasoning ability. In Figure 7, this corresponds to going from network B to network C. Clearly, neither learning speed nor perseverations are much affected by such a lesion. As discussed earlier, the only variable that is importantly affected is single-trial learning, and this should be detectable only with our modified version of the Wisconsin Test. Of course, more complex tests such as the Tower of London (Shallice, 1982) would be more apt at detecting the difficulties in planning and self-monitoring of behavior that are expected following disruption of the auto-evaluation loop.

Fine-Scale Implementations

Despite its biological inspiration, the above model is rather abstract. It is therefore of importance to show that its mechanisms are not purely ad hoc, but may be implemented quite naturally in biological hardware. In this section, fine-scale implementations are considered for 3 crucial components of the network: the bistable neuronal clusters, the generator of diversity, and the reward-dependent synaptic depression rule for rule-coding clusters.

Bistable Neuronal Clusters

In the above model, neuronal clusters were modeled as a single threshold unit with strong auto-excitatory connection. A more realistic simulation of a single cluster composed of 49 individual neurons was performed. Each neuron was modeled as a McCulloch and Pitts (1943) unit with sigmoidal response characteristics. Neurons could be either excitatory (about 75%) or inhibitory (about 25%), but not both. Each neuron was randomly connected to 10 others with strength ±1.5, and a random threshold between 2 and 4. About half of the neurons sometimes also received an external excitatory input of strength 3. Noise level was ±1.5.

Figure 8 shows the individual histograms of the 49 neurons before, during, and after external stimulation of the cluster. Different types of units were observed. Some responded only during stimulation, or did not respond at all. Most units, however, kept a sustained level of activation for a long time following the external stimulation. Finally some units responded only after the stimulation, but not during it. It is thus possible to reproduce in this elementary model the full variety of unit types that are found in single-cell recordings in frontal cortex during delayed-response tasks (e.g., Punahashi et al., 1989, 1990).

In the simulation, the intrinsic firing characteristics of the units were identical (Except for their threshold). The type of activity exhibited during and after stimulation depended only on the recurrent connection patterns established at random between neurons. Such reverberant circuits offer a plausible explanation for the sustained firing of prefrontal "memory cells." However, we cannot exclude the alternative possibility that some specific cell property
is also involved that would distinguish cells with long-lasting firing from simple receive cells. Isolated cells with bistable firing characteristics have been studied, for instance, in the spinal cord (Eken et al., 1989).

**Generator of Diversity**

Several clusters were assembled to model the generator of diversity at the level of individual neurons and synapses (Fig. 10A). Again, the neurons, modeled as McCulloch and Pitts (1943) units, were either excitatory or inhibitory, but not both. Excitatory neurons were organized in clusters with strong intrachannel excitation and weak intercluster synapses (see M. Kerzberg, S. Dehaene, and J. Changeux, unpublished observations, for a biologically plausible account of the epigenesis of such clusters). Excitatory neurons also contacted inhibitory interneurons, which in turn distributed inhibition randomly to many excitatory neurons (for simplicity, there were no synapses between inhibitory neurons, though this did not significantly affect the behavior of the simulation).

Finally, synaptic efficacy was assumed to vary according to the rules defined in the previous section: the efficacy decreased for active synapses when negative reward was received, and later recovered slowly.

We expected that in the absence of negative reward, the network would settle into a stable state with one cluster active and the others silent. However, this simple property was not obtained immediately. Rather, the network was unstable, oscillating between hyperactive and silent states. Oscillations arose because of the temporal lag between excitation and inhibition in the network. As is visible in Figure 10A, it takes only one synapse for excitatory neurons to excite each other, but two synapses are necessary for excitatory neurons to inhibit each other via any inhibitory interneuron. As a result, the network showed synchronized bursts of "epileptic" activity, followed by silent periods of variable length. Subsequent experimentation with the network showed that to obtain stability, the disynaptic inhibitory pathway had to be at least as fast as the monosynaptic excitatory pathway. Indeed, electrophysiological recordings of cortical neurons reveal that inhibitory cells may have smaller membrane time constants than excitatory ones (McCormick et al., 1985). Our simulation points to the importance of this differential speed for network stability. Similar bursts of activity following blockade of fast inhibition have been observed independently in a simulation of the hippocampus (Traub et al., 1988).

With appropriate connection strengths and transmission speeds, the network initially stabilized into a state with one neuronal cluster active and the others silent. We then observed that negative reward of sufficient duration triggered transitions of activity from one cluster to the other. As in the larger-scale simulation, the randomness of the sequence of transitions was determined by the time for a depressed synapse to recover its initial efficacy. If recovery was fast, the sequences were random. If recovery was slow, the sequences tended not to repeat the same activations in close succession. Hence, the properties that were
Crucial to the generator of diversity, with or without episodic memory, were confirmed in this more elementary simulation.

**Reward-Dependent Synaptic Depression Rule**

We may then move one step further and consider which molecular implementations may account for the key property of the above network, namely, the fast depression of active synapses when negative reward is received, followed by medium to slow recovery of normal synaptic strength. Our hypothesis is that fast synaptic depression may result from the desensitization of receptor molecules, mediated by their allosteric transitions in the postsynaptic membrane. The receptors for neurotransmitters indeed are allosteric proteins (Changeux, 1981, 1990) that may carry multiple topographically distinct binding sites and exist under several conformational states. For example, the nicotinic acetylcholine receptor is known to exist under at least 4 interconvertible states: resting (R), active (A), rapidly desensitized (F), and slowly desensitized (D), where the ion channel is open only in state A. The transitions towards states F and D take place in time scales from 10 msec to several minutes, and accordingly may regulate synaptic efficacy. Transitions towards the desensitized states F and D yield a depression of synaptic strength, whereas the transitions towards the resting state R potentiate synaptic strength. The signals that may regulate transitions between allosteric states are of several kinds: electrical potential, local concentration of calcium, second messengers, covalent modifications, or neuromodulatory substances from outside the postsynaptic cell (for review see Changeux, 1990). These signals may originate from a second, neighboring synapse on the same postsynaptic cell, opening the possibility of regulation of the efficacy of a given synapse by the activity of another synapse (heterosynaptic regulation; see Heidmann and Changeux, 1982; Changeux and Heidmann, 1987; Dehsene et al., 1987; Pinkel and Edelman, 1987).

For our generator of diversity, we may assume that the desensitization reaction is enhanced by the co-occurrence of two signals converging on the same
postsynaptic receptor molecule (Fig. 10.6). The first one, endogenous to the postsynaptic cell, signals the recent activation of the synapse. This role may be assumed, for instance, by the high local intracellular concentration of calcium or a high extracellular concentration of neurotransmitter or of a coexisting messenger (Hökfelt et al., 1986). The second signal, diffused to all synapses throughout the relevant network, indicates a recent negative reward. Such gating of synaptic modifications by reward may be achieved, for instance, by diffuse neuromodulatory projections of catecholamine neurons from the mesencephalon to the prefrontal cortex (Bloom, 1988, Fuxe et al., 1989; Fuxe and Agnati, 1990). The simultaneous reception of these 2 converging signals would trigger a conformational change of receptor molecules into a state where the ion channel is closed (and the synapse is thus depressed). Recovery by the reverse reaction would occur on the 0.1–1 sec time scale. Such values have been observed in the case of the cerebellum parallel fiber–Purkinje cell synapse by Ito (1989).

It should be stressed again that several alternatives exist to our proposed molecular mechanism. For instance, NMDA receptors also permit the integration of convergent molecular signals in a manner consistent with our assumptions (Gustafson and Wigström, 1988; Zador et al., 1990).

**Discussion**

We have provided a theoretical analysis of the Wisconsin Card Sorting Test, defined a hierarchy of machines able to pass the test, and compared their relative efficiency. A plausible neuronal implementation for the machines has been described, the hierarchical architecture of which is compatible with the organization and specialization of cortical areas. On the finer scale of individual neuronal circuits, the units of our neuronal model are neuronal clusters plausibly homologous to cortical columns, and their function derives directly from the collective behavior of their component neurons. At the molecular level, a plausible implementation for the synaptic modification rules used in the model is presented in terms of allosteric transitions of postsynaptic receptor molecules.

Another network model for the Wisconsin Card Sorting Test has been proposed by Levine and Prueitt (1989). The architecture of their network has similarity with ours and incorporates an interesting distinction between a level of habits and another level of biases that may modulate these habits. However, we have introduced 2 novel components, episodic memory and reasoning abilities. Lacking these, Levine and Prueitt's model performs no better than our simplest machines ("random" or "random + context").

An important issue is the extent to which the present model may handle more complex tasks. A network with an architecture close to the present one was previously shown to account for behavioral and electrophysiological data in delayed-response tasks (Dehaene and Changeux, 1989). The episodic memory and the reasoning component introduced in the present model are likely to be crucial in several other complex tasks tapping frontal cortex functions, such as the Tower of London Test (Shalllice, 1982). This work thus represents an additional step towards the neuronal implementation of the frontal supervisory system that supports planning and task monitoring abilities (Shalllice, 1988).

The architecture of our network, in its present formulation, imposes severe limitations on what can be learned: only the 3 basic rules of sorting by color, form, or number are learnable. While this may be somewhat extreme, the network, like the brain, does not behave as a tabula rasa on which any possible environmental regularity can be imprinted. Learning by selection, as implemented here or in other models (Baron et al., 1985; Edelman, 1987, 1989) implies that storage of external regularities can only take place through stabilization or elimination of predefined forms called prerepresentations (see Changeux et al., 1984; Changeux and Dehaene, 1989). The performance is thus limited by the initial repertoire of learnable rules. Learning power is, however, traded against systematizability: in our model, the correct rule may be found in very few trials and immediately generalizes in a systematic fashion to subsequent trials, a feature that is lacking in classical associationist neural nets (Fodor and Pylyshyn, 1988).

Cohen et al. (1990) have proposed a PDP model of the Stroop effect that combines a fixed, constrained processing architecture and the powerful learning abilities of the back-propagation algorithm. Their network includes modulatory "task demand" units that bear similarity to our rule-coding algorithm. Thus, like our color cluster, one unit labeled "color naming" can systematically attenuate or amplify transmission in the color processing pathway (see also the "modifiers" and "conjunctive connections" of Feldman and Ballard, 1982). But, unlike our model, the networks controlled by such units are initially unstructured and are trained instructively by back-propagation to map colors or color names to verbal responses. Thus, the color-to-name mapping is captured by an unconstrained learning algorithm, whereas the systematic task requirements are hard-wired in the connections of the "task demand" units.

Cohen et al.'s (1990) model applies when subjects are taught the task beforehand. In contrast, our model deals with situations in which the subject must discover what task is asked for. The original mechanism that we introduced for this purpose is the auto-evaluation loop. It enables the network to select rules, in the absence of new inputs, by reasoning on the possible outcomes of each rule and comparing them with stored knowledge of previously rewarded situations. Critics often argue that learning will be unmanageably slow if rules are simply picked at random from a large set until one proves to be correct. The auto-evaluation loop accelerates learning by selection by permitting the elimination of implausible rules by mere reasoning, without waiting for an external correction signal. It thus provides a tentative solution to
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the combinatorial explosion expected from a simple-minded scheme of learning by selection. On the other hand, auto-evaluation is studied here in a very restricted context where the repertoire of accessible rules is limited from the start by prewiring. Future work will have to examine its adequacy in more open learning situations.

That learning may proceed purely by "mental experiment" is, of course, not new from a cognitive perspective, but our neurally plausible implementation of this ability opens the possibility of probing its neuronal bases electrophysiologically in awake animals. The Wisconsin Card Sorting Test may be difficult to adapt to nonhuman species. However, our model generalizes easily to simpler experimental paradigms such as serial visual search (Treschik and Gelade, 1980) or memory scanning (Stemberg, 1965) that also imply covert sequencing of mental objects in the absence of overt behavioral cues. If animals could be trained with analogs of these tasks, mental processing would then become directly accessible to neurobiological experimentations.

Appendix A: Outline of the Mathematical Calculations

Miner's Version

A first step in the calculations of convergence times for each machine is the determination of Θ(n), which is the convergence time conditioned by the fact that the current rule is incorrect, and that n rules remain to be tried. When Θ(n) is known, convergence time is simply given by the following equations:

\[ T_e = (1 - 1/P)Θ(r), \]

for the time to reach the first criterion;

\[ T_s = Θ(r), \]

for the time to reach subsequent criteria. (The difference between \( T_e \) and \( T_s \) is due to the probability of finding the correct rule by chance on the very first trial.) Then the total time to complete 6 criteria is given by

\[ T_{total} = 60 + T_e + 5T_s, \]

(this is the variable plotted in Figs. 3 and 4).

Θ(n) itself obeys the following equation, obtained by considering the events that may occur on a given trial:

\[ \Theta(n) = \frac{1}{1 - P} + P\Theta(n) + (1 - Pj)\sum_{i=1}^{n} P_i(0), \]

\[ [1 - P(n - 1)]Θ(n, i), \]

where P is the probability of ignoring reward, \( P_e \) is the probability that the current rule, even though it is incorrect, will accidentally yield a correct response and thus will not be eliminated (\( P_e = 1/\theta \)); \( P_i(0) \) is the probability that i rules will be eliminated from the pool of possible rules for the current trial, given that the current rule was rejected; \( P_i(n - i) \) is the probability of finding the correct rule when drawing at random from the \( n - i \) remaining rules (\( P_i(n - i) \)

\[ = 1/(n - i); \]

and Φ(n, i) is the number of rules remaining plausible for the next trial (\( Φ(n, i) = n - i \) for machines with episodic memory; \( n \), otherwise).

The functions \( P_e(0) \) and Φ(n, i) vary depending on the cognitive architecture of the machine under study. Let us treat, for example, the case of the random + context machine. Because this machine uses context, but not reasoning, only the current rule can be rejected on a negative trial. Hence \( P_e(1) = 1, P_e(0) = 0 \) for \( t ≠ 1 \). Because the machine has no episodic memory, the rules that have been rejected on a previous trial reenter the pool of possible rules on the next trial, hence \( Φ(n, 0) = n \). With these values, the fundamental equation becomes

\[ \Theta(n) = \frac{1}{1 - P} + \frac{P}{q(1 - q)}Θ(n) \]

\[ + \left( \frac{1 - q}{q} \right) \left( \frac{1}{n - 1} \right) Θ(n). \]

From this we derive

\[ Θ(r) = \frac{q(r - 1)}{(q - 1)(1 - P)} \]

and the corresponding value for \( T_e \).

Similar analytical results were obtained in all cases, except for machines with both reasoning and memory. In the latter case the fundamental equation was solved numerically by recurrence.

Nelson's Version

The analytical treatment of Nelson's version is more complex. Since the base rules are not independent of each other any more, it is necessary to distinguish whether the current rule is a base rule. Without entering into details one must calculate \( Θ_0(n, n_i) \) and \( Θ_{1}(n, n_i) \), namely, the convergence times conditioned by the fact that the current rule is incorrect, it is a base rule (b) or an additional rule (a), and \( n_i \) base rules and \( n \) additional rules remain to be tried.

\( Θ_0(n, n_i) \) and \( Θ_{1}(n, n_i) \) obey coupled recurrence equations similar to the above equations. We were able to solve these equations exactly for nonreasoning machines, and numerically for the others. Of course, the equations are much simpler, and exact expressions can be obtained when \( n = p \) (that is, if the repertoire is limited to the p base rules).

Appendix B: Formalization of the Model

The dynamics obeyed by each neuronal cluster is as follows:

\[ s_i(t + 1) = F \sum_t W_{ij}(t)s_j(t) - T_i + N_i, \]

where \( s_i(t) \) is the activity of cluster i at time t, \( W_{ij}(t) \) is the efficacy of the synaptic bundle from cluster j to cluster i, \( T_i \) is a threshold, \( N_i \) is a noise term with uniform distribution over \([-n, n]\), and F is the sigmoid function

\[ F(x) = 1/(1 + e^{-x}). \]

The diagonal terms \( W_{ii} \) represent positive intracluster
auto-excitatory connections. The off-diagonal terms $W_{ij}(t, \neq j)$ represent either negative lateral inhibition within a given neuronal assembly, or positive transmission of activation between assemblies.

In general, the efficacy $W_{ij}(t)$ may vary with time. This variation is decomposed into a product of short- and long-term components:

$$ W_{ij}(t) = s_i(t) L_{ij}(t). $$

**Short-Term Component**

The short-term component $s_i(t)$ varies between 0 and 1. It represents heterosynaptic influences on the $j \rightarrow i$ connections. We make the hypothesis that a given synapse of neuron $A$ on neuron $B$ can be influenced by the activity of a second neighboring synapse upon neuron $B$, originating from the modulator neuron $C$; the triplet $A, B, C$ is called a synaptic triad (Dehaene et al., 1987). Synaptic triads are included in the model by assuming that for some couples $(i, j)$, there is a modulator cluster $m$ such that

$$ s_i(t + 1) = \begin{cases} \alpha s_i(t) + 1 - \alpha, & \text{if } s_i(t) > 0.5, \\ \alpha s_i(t), & \text{if } s_i(t) < 0.5. \end{cases} $$

Qualitatively, this equation implies that synaptic efficacy increases toward a maximum when the modulator is active, and decreases toward 0 when the modulator is inactive. The current model includes 2 sets of triads: memory-to-intention connections are modulated by the relevant rule-coding cluster, and intention-to-output connections are modulated by the go cluster. For other connections, $s_i$ is independent of $t (S_i = 1)$. The auto-excitatory connections of rule-coding clusters obey a slightly different rule for short-term modifications. As described in the text, a negative reward can destabilize active rule clusters by the following mechanism:

$$ s_i(t + 1) = [s_i(t) + 1 - \alpha] [1 - Q(t)] $$

where $Q(t) = [s_i(t) s_i(t)]$.

In the above equation, $s_i(t)$ is the activation of the error cluster. Qualitatively, $s_i(t)$ rapidly drops toward 0 when both the error cluster and the presynaptic cluster $f$ are active, and relaxes toward 1 otherwise.

Finally, the following equation applies for the intention-to-error connections of the auto-evaluation loop:

$$ s_i(t + 1) = \begin{cases} \delta s_i(t) + 1 - \delta, & \text{if } s_i(t) > 0.5 \text{ and } s_i(t) > 0.5, \\ \delta s_i(t), & \text{otherwise}. \end{cases} $$

**Long-Term Component**

For some excitatory connections $W_{ij}(t)$, namely the memory-to-intention connections, the long-term component $L_{ij}(t)$ may also vary with learning according to the following Hebbian rule:

$$ L_{ij}(t + 1) = L_{ij}(t) + \beta (s_i(t) s_j(t)) [s_i(t) - 1]. $$

An additional constraint is that the $L_{ij}(t)$ must remain bounded by 0 and an absolute maximum $L$.

**Numerical Parameters**

In the simulation, the following numerical values were used: $\alpha = 0.4$, $\beta = 0.4$, $\delta = 0.97$, $n = 0.7$, and $0.95 < \sigma < 0.99$ depending on the machine simulated. The initial connection strengths and thresholds were also as follows:

$$ S_0 = 0; $$
$$ L_0 = +6; $$
$$ L_L = -2, \text{ for lateral inhibition}; $$
$$ L_I = +3, \text{ for input-to-memory and memory-to-intention connections}; $$
$$ L_I = +2, \text{ for intention to output connections}; $$
$$ L_I = +6, \text{ for intention to error connections}; $$
$$ T_I = 3, \text{ for memory and intention clusters}; $$
$$ T_I = 4, \text{ for output clusters}; $$
$$ T_I = 2, \text{ for rule-coding clusters}; $$
$$ T_I = 5.5, \text{ for the error cluster}. $$

**Notes**

1. This form of memory may be termed "episodic" (Tulving, 1972) since it registers the history of the machine's attempts at solving a problem, and thus forms part of its autobiographical record. Shallice (1988) argues that "the autobiographical record of the organism's previous environments, activities, plans, and intentions has the primary function of acting as raw material for the [frontal] Supervisory System when it is directing some non-routine activity" (page 271). Our model implements Shallice's notion in a restricted situation: the episodic memory of previously rejected rules narrows down the choice of possible rules remaining to be tried.

2. In a much more complex context such a testion might result in the sociopathic behavior reported by Damasio et al. (1990).
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