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Mathematics shares with language an essential reliance on the human capacity for recur-
sion, permitting the generation of an infinite range of embedded expressions from a finite
set of symbols. We studied the role of syntax in arithmetic thinking, a neglected compo-
nent of numerical cognition, by examining eye movement sequences during the calculation
of arithmetic expressions. Specifically, we investigated whether, similar to language, an
expression has to be scanned sequentially while the nested syntactic structure is being
computed or, alternatively, whether this structure can be extracted quickly and in parallel.
Our data provide evidence for the latter: fixations sequences were stereotypically orga-
nized in clusters that reflected a fast identification of syntactic embeddings. A syntactically
relevant pattern of eye movement was observed even when syntax was defined by implicit
procedural rules (precedence of multiplication over addition) rather than explicit paren-
theses. While the total number of fixations was determined by syntax, the duration of each
fixation varied with the complexity of the arithmetic operation at each step. These findings
provide strong evidence for a syntactic organization for arithmetic thinking, paving the
way for further comparative analysis of differences and coincidences in the instantiation
of recursion in language and mathematics.

� 2012 Elsevier B.V. All rights reserved.
1. Introduction

Human language is characterized by a generative capac-
ity: by embedding linguistic constituents inside each other,
we can generate an infinite number of sentences. This
capacity does not seem to exist in other animal communi-
cation systems (Chomsky, 1957). It has been suggested to
arise from a core process of recursion which allows the for-
mation of tree-like mental structures, not only in the field
of language, but also in other cognitive domains such as
music and mathematics (Hauser, Chomsky, & Fitch,
. All rights reserved.
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2002). Recursion would be a key distinctive feature sepa-
rating humans from non-human primates.

While there is a vast corpus of evidence demonstrating
a syntactic organization of language (Chomsky, 1988), and
similar analyses of music (Lerdahl & Jackendoff, 1996; Pa-
tel, 2003), only a handful of studies have explored whether
and how mathematical reasoning is organized at the syn-
tactic level. These studies focused on the perception and
recognition memory of mathematical expressions (Ernest,
1987; Nowak, Plotkin, & Jansen, 2000; Posner, Walker,
Friedrich, & Rafal, 1984; Ranney, 1987). They demon-
strated that syntactically well-formed substrings such as
4 � x can be more easily memorized than random
non-grammatical strings such as x3 (Nowak et al., 2000).
Providing further evidence in favor of a syntactic encoding
of equations, Nowak et al. (2000) showed that within the
fast, parallel extraction of the syntax of arithmetic formulas. Cog-
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well-formed sub-expressions contained in a string, those
which form a phrasal node on the parse tree are more read-
ily remembered. For instance, if the string 4 � x2(y + 7) is
presented, the substring y + 7 is more likely to be memo-
rized than the substring 4 � x2 (Nowak et al., 2000). In a re-
cent study, Jansen, Marriott, and Yelland (2003) explored
the scanning sequence of algebraic expressions using the
Restricted Focus Viewer (RFV), whereas participants see
at any time only a small region of the image in focus. The
window can be moved using the computer mouse. As ob-
served in language reading (Mitchell et al., 2008), symbols
at the end of a phrasal constituent were scanned for signif-
icantly longer durations than symbols at the start or mid-
dle of the phrasal constituent (Nowak et al., 2000).

Landy and Goldstone (2007a, 2007b) have performed
a series of experiments to measure the temporal and spa-
tial allocation of attention in arithmetical expressions
(Goldstone, Landy, & Son, 2010; Landy & Goldstone,
2007b; Landy, Jones, & Goldstone, 2008). These experi-
ments have shown that instead of memorizing that pro-
cedurally multiplication comes before addition, saliency
maps may direct eye movements in such a way as to
automatically instantiate this rule (Goldstone et al.,
2010). In an experiment particularly relevant for the
present study, Landy et al. (2008) measured eye-move-
ments while subjects solve ‘‘multiplication–addition’’
problems (‘2 � 3 + 4’) and addition–multiplication
(‘3 + 1 � 4’) problems. The results showed that saccades
towards the multiplication sign tended to be earlier in
the trial and to last longer than saccades to the addition
sign (Landy et al., 2008).

In the present work we study how people solve arith-
metic expressions with topologically equivalent parse
trees, but with different spatial layouts such as
3 � (2 + (1 � 4)) or ((1 � 4) + 2) + 3. We contrast three
alternative hypotheses on how syntax is processed in
mathematical expressions, in relation to language.

H1. Mathematical expressions are similar to language: an
equation has to be scanned from left to right, sequentially,
much like a sentence, while the nested syntactic structure
is being computed.
H2. The syntactic structure can be extracted very quickly
and in parallel, but the typical left-to-right sequential orga-
nization of language is imprinted in mathematical think-
ing. This hypothesis predicts an initial bias which favors
left to right parsing sequences.
H3. The syntactic structure can be extracted in parallel,
and language sets no bias on how mathematical expres-
sions are read, predicting that all aspects of performance
depend only on the topology of the parse-tree but are inde-
pendent of their spatial layout.

We use eye movement patterns and chronometric mea-
sures to resolve these alternatives. Response-time data can
distinguish H1 and H2 from H3 by demonstrating a cost for
expressions whose parse tree does not have a left to right
structure. Furthermore, hypotheses H1 and H2 establish
distinct predictions on the precise trajectory of eye
Please cite this article in press as: Schneider, E., et al. Eye gaze reveals a
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movements. H1 predicts a left-to right linear exploration
in space. Instead, H2 predicts that only the initial fixations
may reflect a reading bias, and very rapidly, the trajectory
should reflect the hierarchical structure of the expression
independently of its spatial layout.

Our data show strong evidence in favor of the second
hypothesis: gaze is directed to the left of the equation,
reflecting a bias which is consistent with language struc-
turing, and then very rapidly follows the syntactic organi-
zation of the expression.

2. General method

2.1. Participants

A total of 35 people participated in three independent
experiments. All participants had finished high-school
and thus had substantial educational practice in arithme-
tic. All the participants were native Spanish speakers. The
experiment was approved by the local institutional ethics
committee. Informed consent was obtained from all of
the participants after the purpose and procedures of the
experiment were fully explained.

2.2. Stimuli and procedure

Every trial started with the presentation of a fixation
cross positioned 8.7� below the center of the screen. After
participants had sustain fixation for 500 ms, an arithmetic
expression appeared in a window centered 8.7� above the
center of the screen.

Arithmetic expressions were written using the Courier
New font with fixed character width of 1.67�. The distance
between the centers of two adjacent symbols in the
expression was 2.2�. The expression was displayed in a
rectangular area which covered 2.3� of vertical span. The
horizontal span varied with the number of symbols of
the expression. In the different experiments expressions
could have 11, 9, 4 or 3 symbols. The horizontal span
was 24.2�, 19.4�, 8.8� and 6.6� respectively.

Only fixations inside the expression span were ana-
lyzed. In fixation sequences, fixation 1 is referred as the
first fixation of the trial directed to the equations. For each
fixation we calculated the distance to the center of all sym-
bols. For analysis, we labeled each fixation according to the
closest symbol (Fig. 1).

Experiment 1 involved additions and subtractions. The
expressions were built using numerals 1–4. In Experiment
2 participants solved multiplications, therefore numerals
2–5 were used to avoid the trivial multiplication by one.

Participants were asked to solve the arithmetic expres-
sion by uttering the final result rapidly but taking sufficient
time to avoid committing errors. The response time was de-
fined as the time interval from the appearance of the expres-
sion to the onset of the vocal response. The proportion of
correct trials was above 85% for all participants and for all
experiments. On average, error rates were below 6%. Unless
explicitly mentioned (in Figs. 3b, and 5e and Supplementary
Fig. 2) all analyses are performed on correct trials.

Movements of the observers’ left eye were recorded
with a video-based eye tracker (SR Research EyeLink 2K,
fast, parallel extraction of the syntax of arithmetic formulas. Cog-
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Fig. 1. Sequence of fixations of a representative trial. The temporal order of fixations is color-coded. The diameter indicates the duration of each fixation.
Subjects fixate to the center of the screen (grey fixations) before the expression appear and then scan the expression. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.).
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http://www.sr-research.com/) at a sample rate of
2000 samples/s. The participant voice was recorded simul-
taneously with the recording interface M-Audio Transit
Sound Card at a sampling frequency of 44,100 Hz.

3. Experiment 1

3.1. Method

3.1.1. Participants
Thirteen people participated in the experiment 1 (mean

age 24).

3.1.2. Stimuli and procedure
Arithmetic expressions were structured in a nested ser-

ies of three operations delimited by parentheses and
brackets. They belonged to two different classes: left
branching ‘‘{(n1 ± n2) ± n3} ± n4’’ and right branching
‘‘n1 ± {n2 ± (n3 ± n4)}’’. In all cases, the first operation to
be performed according to syntactic structuring of the
( 1 ) 4( 3 + 2 ) - +

4 + ( 5 - 3 *( ) 43 * 2 - 5 +

4 + ( 1 - ( 3 + 2

Explicit 
Parentheses

implicit 
precedence 
of operators

Left Branching Right Branching
EXPERIMENT 1

Fig. 2. Experimental design. Experiment 1 investigated formulas with left and
parentheses. Experiment 2 extended Experiment 1 in two different dimensions:
which syntax is partly determined implicitly by precedence rules (multiplicatio
formula) and equation type (explicit or implicit) as independent factors.
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expression (referred as the deepest node of the hierarchy)
was of the form (ni ± ni+1). In the left-branching expres-
sions, this deepest node was positioned at the left of the
expression while in the right-branching it was on the right.
We denoted left and right branching expressions with L
and R respectively (Fig. 2). To keep the calculations simple,
the numbers only took values between 1 and 4 (without
repetition). In each expression, two of the operators were
additions and the remaining one was a subtraction. These
constraints define a total of 72 different expressions for
each branching class. Participants solved all possible
expressions, thus performing a total of 144 trials.

3.2. Results

3.2.1. Vocal response times, error distributions and total
number of fixations

We first analyzed the response time (RT) as a function
of expression type (Fig. 3a). RTs were significant longer
for right branching expressions (mean RT = 5.55 ± 0.56)
4 + ( ( 3 + 2 ) - 1 ) ( 3 - ( 2 + 1 ) ) + 4

2 ) 4 + ( 3 * 2 - 5 ) ( 4 + 3 * 2 ) - 5

) )

Center Left Center Right

EXPERIMENT 2

right ranching syntactic structures. Syntax was indicated explicitly by
inclusion of non-linear syntactic structures (CL and CR) and formulas in
n first). The design is factorial, with syntactic structure (L, R, CL and CR

fast, parallel extraction of the syntax of arithmetic formulas. Cog-

http://www.sr-research.com/
http://dx.doi.org/10.1016/j.cognition.2012.06.015


4 6 8 10

10

15

20

25

RT (s)

N
um

be
r o

f F
ix

at
io

ns

4 5 6
10

12

14

16

RT (s)

N
 F

ix
at

io
ns

Left Right
0

0.05

0.1

0.15

0.2

in
co

rre
ct

 re
sp

on
se

s 
(%

)(a) (b)

Fig. 3. (A) Effect of syntax on calculation time (RT, x axis) and number of eye fixations (y axis). Each pair of linked points represents the mean data from a
single participant, with blue and red symbols indicating respectively left and right-branching formulas. The inset shows the mean and standard error across
all participants. (B) Effect of syntax on the fraction of errors. (For interpretation of the references to color in this figure legend, the reader is referred to the
web version of this article.).
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than for left branching expressions (mean
RT = 4.62 ± 0.37 s; paired t-test, t(12) = 4.45, p < 0.001).
This effect was extremely robust: all participants showed
slower RTs for right branching than for left-branching
expressions. The same pattern was observed when mea-
suring the effect of expression type on the total number
of fixations before responding (Fig. 3a) (Average number
of fixations for left-branching 11.78 ± 1.17 and for right
branching 14.17 ± 1.60; t = 4.45, df = 12, p < 0.001). For
each participant the RTs and the number of fixations were
highly correlated: the correlation coefficient between RT
and number of fixations across trials averaged across all
subjects was 0.93 (significant in every subject with
p < 0.001). The effect of branching on both measures
was greater for subjects with slower RT (Fig. 3a). The
mean RT of the six (out of thirteen) slower participants
(averaged across branching conditions) was 6.3 ± 0.6 s
and of the six faster participants was 3.9 ± 0.2 s, respec-
tively. The effect of branching side for both groups was,
respectively, 1.45 ± 0.32 s and 0.48 ± 0.14 s. The correla-
tion coefficient between the mean RT and the effect of
branching across all participants was 0.91; a permutation
test showed that this correlation was significant
(p < 0.001).

The previous analysis is based on correct trials. Error
rates were, on average, very low and showed the same
dependency with syntax as RTs. Errors were more frequent
in right-branching expressions (10.3 ± 1.2%) than in
left-branching expressions (5.1 ± 1.0%; paired t-test,
t(12) = 3.3, p < 0.01). This result can be explained by the
fact that right-branching expressions involve subtractions
of bigger numbers and more frequently have negative
results (See Experiment 3). An analysis of all the errors
pooled together confirmed this trend. The total number
of errors were 14 for expressions of the form
n1 � {n2 + (n3 + n4), 9 for expressions of the form n1 +
{n2 � (n3 + n4) and only 2 for expressions of the form
n1 + {n2 + (n3 � n4). While this shows a clear trend, the
number of errors was not sufficient to conduct a robust
statistic varying this factor for individual subjects.
Please cite this article in press as: Schneider, E., et al. Eye gaze reveals a
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An analysis of the distribution of numerical distance
between erroneous and correct responses (dE-C) revealed
that this distribution was not symmetrical. Instead, it
was biased towards positive values, mean dE-C = 1.98 ±
0.6, paired t-test, t(12) = 3.033, p = 0.01, i.e. participants
tended to respond with values which were larger
than the correct result. We reasoned that this result
may be biased by a tendency of participants to errone-
ously respond with the absolute value (unsigned
response, responding x when the correct response was
�x). However, the significant bias towards positive dE-C

values persisted when these trials were discarded from
analysis.

3.2.2. Sequence of fixations during arithmetic calculation
The distribution of fixations on the equation clustered

in three regions, each corresponding to a level in the hier-
archic tree. This was clearly seen in the fixation sequence
of two representative trials (Fig. 4a) or after merging the
fixations of all trials of a representative subject (Fig. 4b).
The first fixation on the equation was directed slightly to
the left of the center of the expression. Subsequent fixa-
tions progressed monotonically starting at the deepest le-
vel of the hierarchy and in the appropriate arithmetic
sequence, with a strong influence of whether the tree
was left- or right-branching.

To quantify this observation, we examined the average
position of each fixation in the sequence, for all trials and
participants in the experiment (Fig. 4c). The position of
the first fixation was unaffected by expression type (Aver-
age positions of first fixation, right-branching trials [RB]:
4.7 ± 0.14, left-branching trials [LB]: 4.9 ± 0.27; t = 1.57,
df = 12, p > 0.1). Following this initial fixation, trajectories
rapidly bifurcated: LB trajectories progressed slightly to
the left (towards the deepest node in the hierarchical tree
for LB expressions) while RB trajectories jumped towards
the right. This result can explain why RTs for the LB expres-
sions are faster than RTs of the RB expressions. After the
first saccade directed spontaneously to the left of the
expression, a small correction of eye position is required
fast, parallel extraction of the syntax of arithmetic formulas. Cog-
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Fig. 4. Sequential progression of fixations through the syntactic levels of the proposed formula. In all panels, eye position data is shown in blue symbols for
left-branching formulas, and in red symbols for right-branching formulas. (A) Two examples of single trial data showing how fixations cluster at the
arithmetic symbols and in a syntactically relevant order (from left to right for the left-branching formula, and from right to left for the right branching
formula). (B) Distribution of fixation positions over all trials in a representative participant for left-branching formulas (left panel) and right-branching
formulas (right panel). Horizontal axis indicates each fixation position. The vertical axis indicates the order of fixations on each trial. Note that in both types
of formulas, fixations cluster around three locations. (C and E) Mean position (C) and mean level (E) as a function of fixation number, separately for left-
branching (blue) and right-branching (red) formulas. (D and F) Distribution of fixated positions (D) and of syntactic level (F) during the course of the trial. In
matrices (D and F), the vertical axis is normalized time (fraction of the trial). Colors code the fraction of fixations to the corresponding position (D) or level
(F). The arrow lines in panel (F) indicate the three terciles of the trial (excluding the first 20%) considered for statistical analysis. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this article.).
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for LB-expressions whereas a considerably larger correc-
tion is needed for RB-expressions.

While this analysis is quite informative to identify the
point at which eye trajectories bifurcate, it considerably
blurs the analysis of subsequent fixations since the number
of fixations varies widely from one trial to another. To reli-
ably compare sequence dynamics in trials with variable
number of fixations, we resampled the data in the follow-
ing manner: We first normalized trial duration into 100
bins such that bin X corresponds to the time at which X%
of the trial has been completed. We then measured for
each trial and for each bin the location of the correspond-
ing fixation and finally, for each time bin, we computed a
histogram of locations (Fig. 4d). This normalized analysis
reflects, in a much clearer manner, the dynamics of fixation
during the course of the trial: for both L and R expressions,
fixations are directed to positions 4 and 5 of the expression
and then progress sequentially through the levels of the
expression.

To assert the statistical significance of this observation,
we measured, for every participant, the correlation be-
tween fixation rank and syntactic level. For Left Branching
expressions, the resulting correlation was positive for
every single participant in the study (average correlation
0.51 ± 0.04; t = 10.7, df = 12, p < 0.001). For right-branch-
ing, 12 out of 13 participants showed a positive correlation
between fixation rank and hierarchical level (average cor-
relation 0.25 ± 0.05; t = 4.3, df = 12, p < 0.001). Note that
for right-branching, the first portion of the trial involves
an adjustment of the first saccade which is directed to
the left half of the expression. When we measured the cor-
relation between fixation rank and hierarchical level dur-
ing the last 80% of the trial, all participants showed a
positive correlation for right branching (average correla-
tion 0.37 ± 0.04; t = 8.7, df = 12, p < 0.001).

Detailed examination of the particular locations to
which fixations were directed was also informative. First,
the data refute the possibility of a sequential and homoge-
neous scanning of the expression, because fixations are al-
most never directed to parentheses (<10% of fixations),
leaving marked gaps in the scanned area of the expression.
Second, within each level, fixations also show a remarkably
reliable organization. Fixations to the deepest node (posi-
tions 2–6 in LB and positions 6–10 in RB) were biased to-
wards the center of the expression (positions 4 and 5 for
LB and symmetrically correspondingly, positions 7 and 8
for RB). We collapsed this histogram across time, counting
the total fraction of fixations directed to each of the three
different classes of symbols. This was calculated for each
participant and then averaged and submitted to statistical
analysis. The majority of fixations were directed to the
operators. (57 ± 2% of fixations), a substantial but smaller
fraction were directed to numbers (36 ± 2%) and only a
small fraction (7 ± 1%) were directed to parentheses. To
quantify this observation we submitted frequency of fixa-
tions to an ANOVA with symbol type (number, operator
or parenthesis) as main factor and subjects as random fac-
tor. We observed a highly significant main effect of symbol
(df = 2, F = 113, p < 10�10). To directly observe whether, for
all expressions, the dynamics of eye fixation was primarily
governed by syntax (with an initial delay due to the
Please cite this article in press as: Schneider, E., et al. Eye gaze reveals a
nition (2012), http://dx.doi.org/10.1016/j.cognition.2012.06.015
location of the first fixation), we repeated the previous
analysis while collapsing spatial locations for each fixation
number to their corresponding syntactic levels 1, 2 or 3
(Fig. 4e). We then mapped each percentile of a trial to its
corresponding level as done before (Fig. 4f). Both analyses
showed that, when analyzed in syntactic space, explora-
tion was virtually identical for left-branching and right-
branching expressions, except for a small initial delay.

Finally, we investigate whether the fixation patterns
were different in expressions in which the parentheses
change the outcome of the calculation (e.g.
2 + (3 � (4 + 1)) = 0, while 2 + 3 � 4 + 1 = 2), compared to
expressions in which the parentheses have no impact on
the outcome (e.g. 2 + (3 + (4 � 1))). Note that this analysis
can only be done for right-branching expressions, since
in the left-branching expressions the parentheses never af-
fect the solution. Fixation sequences for expressions where
the parentheses changed the solution and where they had
no outcome on the final answer were virtually identical,
whether observed in real (Supplementary Fig. 1a) or in
syntactic space (Supplementary Fig. 1b). To quantify this
comparison we submit each fixation to an ANOVA with
tercile of the trial (excluding the first 20% of the trial, i.e.
fixations belonging to the beginning (20–46.66%) the mid
(46.66–83.32%) or in the end (83.32–100.00%) of the trial,
Supplementary Fig. 1b), relevance (whether the fixation
belongs to a trial for which parenthesis are relevant or
not for the solution) as main factors and subjects as ran-
dom factors. We observed a main effect of tercile (df = 2,
F = 64, p < 10�10). The effect of relevance was not signifi-
cant (df = 1, F = 0.66 p > 0.1) and the interaction between
both factors was significant (df = 2, F = 96, p < 10�10),
which may reflect the fact that in expressions in which
parentheses are relevant, the minus sign distributes on a
compound operation and thus may require some back-
tracking in fixations. However, as seen in Supplementary
Fig. 1 the effect is very small and the pattern of fixations
look almost identical.

3.3. Discussion

Experiment 1 was conceived to distinguish three possi-
ble mechanisms of how syntax is processed in arithmetic
expressions compared to language: (H1) Syntax is ex-
tracted linearly, scanning the expressions from left to right,
as done in language. (H2) Syntax is extracted rapidly and
may interact with an existing bias to scan expressions from
left to right inherited from language and (H3) Syntax is ex-
tracted rapidly and computed without any prior bias inher-
ited from language. Here we outline how our data clearly
favors the second hypothesis:

First, analysis of response times and error rates refuted
the third hypothesis. All participants responded more
slowly and made more errors when calculating expres-
sions which were parsed from right to left. This suggests
an imprint of the language system in mathematics (see
the general discussion for whether this may relate to syn-
tax, reading, or both).

Behavioral data cannot distinguish whether this effect
results from the difficulty of reading an equation contrary
to its procedural order as in H1 (and hence having to keep
fast, parallel extraction of the syntax of arithmetic formulas. Cog-
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more variables in memory, storing temporary operations,
etc.) or instead whether it is the cost of a rapid re-orienting
of an initial bias as predicted by H2. However, the eye-
movement data discard H1 and are perfectly consistent
with H2: The eye-sequence patterns reflect an initial fixa-
tion which is identical for all expressions, reflecting a bias
towards the left of the equation. Very rapidly (in a few
hundred milliseconds) both trajectories bifurcate and re-
veal patterns which are opposite in space but identically
in syntactic space. Because the initial spontaneous fixation
coincides with syntactic order in Left Branching expres-
sions, there is no re-orienting cost. In Right Branching
expressions, however, the initial fixation does not coincide
with the first operation in the sequence defined by syntax
and hence participants need to correct. Eye-sequences re-
flect exactly this pattern, showing that sequences for Right
branching expressions are almost identical in syntactic
space to left-branching ones, only delayed because the first
fixation was not in target.

One possibility is that the differences in RT between left
and right branching expressions resides in the fact that
left-branching expressions are in fact linear structures
while right branching ones are often not. However, this is
unlikely given our analysis comparing fixation patterns in
expressions in which the parentheses change the outcome
of the calculation (strictly hierarchical) compared to
expressions in which the parentheses have no impact on
the outcome (linear expressions, where subjects could
simply execute the operation from left to right) (Supple-
mentary Fig. 1). In fact, the data shows robustly that ocular
movements in both classes of expressions are virtually
identical. This implies that subjects treat linear structures
as if they were in fact hierarchical, indicating that paren-
theses have a very strong spontaneous influence on how
arithmetic expressions are parsed, even when they do
not convey any relevant procedural information.

Finally, analysis of individual variability (Fig. 3a) also
argues in favor of Hypothesis 2, suggesting that the cost
in RT observed when comparing Right to Left branching
expressions relates to a postponement in the execution of
just a few saccades to correct the initial bias. This predicts
that subjects that show a greater difference in RT between
both conditions should also show a difference in the num-
ber of eye-movements, exactly as described in Fig. 3a.
4. Experiment 2

Experiment 1 did not address whether the observed
eye-movement patterns are driven by the abstract hierar-
chical structures of the equations ‘per se’ or merely by
the presence of explicit visual cues. The equations were al-
ways hierarchically organized in terms of parentheses;
with ‘round’ and ‘curly’ brackets further differentiating be-
tween the two nested levels of structural embedding. This
raises the question of whether the same results would be
obtained if instead of brackets, levels of embedding were
distinguished solely by different kinds of operators (taking
advantage of the precedence of multiplication over addi-
tion). In Experiment 2 we used two types of expressions:
(1) expressions using addition and subtraction in which
Please cite this article in press as: Schneider, E., et al. Eye gaze reveals a
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syntax is conveyed by parentheses and brackets (concrete
visual cues to parse syntax) as in Experiment 1, henceforth
referred as explicit and (2) expressions in which the expres-
sion includes a multiplication which defines the parse tree
based on implicit rules of arithmetic (first multiply and
then add or subtract) to which we refer as implicit.

Note that as a result of this manipulation, expressions
with multiplications also involved larger numbers and
hence were expected to generate slower RTs. Experiment
2 was also designed to investigate whether eye move-
ments reflect a hierarchical exploration of the syntactic
tree even in non-linear center-embedded structures. In
these structures, an exploration of the hierarchical tree re-
quires a first fixation to the center, then to the left and then
to the right (referred as Center Right (CR), Fig. 2) or a first
fixation to the center, then to the right and then to the left
(referred as Center Left (CL), Fig. 2), instead of simply scan-
ning the equation in a constant direction of movements as
in L and R-expressions. Experiment 2 was designed in a
factorial manner, with syntactic structure (L, R, CL and CR
expression) and equation type (‘‘explicit’’ or ‘‘implicit’’) as
independent factors (Fig. 2).

4.1. Methods

4.1.1. Participants
A different group of 13 people participated in Experi-

ment 2 (mean age 23).

4.1.2. Procedure and stimuli
Experiment 2 was an extension of Experiment 1, in

which we included two new experimental factors. First,
we increased the number of syntactic structures. Experi-
ment 1 only explored linear trees (left to right or right to
left, but without insertions). In Experiment 2 we investi-
gated non-linear syntactic structures, in which the first le-
vel was in the center of the expression. We denoted these
center-embedded expressions central left (CL) branching
expressions ‘‘n4 ± ((n1 ± n2) ± n3))’’ and central right (CR)
branching expressions ‘‘(n3 ± (n1 ± n2)) ± n4’’ (Fig. 2). The
distribution of numbers and symbols was identical to
Experiment 1. In Experiment 2 we also investigated
expressions where the syntactic structure was partly im-
plied by operators, i.e. by the precedence of multiplication
over addition. In these expressions the deepest levels was
defined without parentheses, but solely using a multiplica-
tion symbol (Fig. 2). Experiment 2 was therefore organized
in a factorial design, with four syntactic structures (LB, CL,
CR and RB) and two indicators of syntax, parentheses and
multiplications which are henceforth referred as explicit
or implicit simply to denote that the former provide easily
detectable visual cues to parse the equations and the latter
involve in part a conventionally abstract system to define
syntax. The four types of implicit expressions were: left
branching ‘‘(n1 � n2 + n3) + n4’’, right branching
‘‘n1 + (n2 + n3 � n4)’’, center left branching expressions
‘‘n4 + (n1 � n2 + n3)’’ and center right branching expres-
sions ‘‘(n3 + n1 � n2) + n4’’.

In implicit expressions we used numbers two to five to
avoid the trivial multiplication by one. The results of these
equations are consequently numerically larger than those
fast, parallel extraction of the syntax of arithmetic formulas. Cog-
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of expressions constructed using only plus and minus sym-
bols. Each experiment had 200 trials, 25 trials of each
structure which were chosen randomly from the 72 possi-
ble combinations.

4.2. Results

4.2.1. Vocal response times error rates and total number of
fixations

RTs were calculated within each condition and each
subject, and submitted to ANOVAs with subjects as a ran-
dom factor and syntactic structure and equation type as
within-subject factors. The ANOVAs on RTs revealed an ef-
fect of both main factors. The effect of equation type was
significant (df = 1, F = 9.82 p < 0.001). As expected, equa-
tions which involved multiplications were responded more
slowly (Fig. 5a). The effect of syntactic structure was also
significant (df = 3, F = 9.89 p < 0.001) although the varia-
tion with the different syntactic trees was more pro-
nounced when syntax was purely delimited by
parentheses, as in Experiment 1, as revealed by an interac-
tion between these two factors (df = 3, F = 2.79, p < 0.05).
This interaction may indicate that, although symbolic pre-
cedence is also extracted very rapidly, parentheses (and
probably other Gestalt makers of syntax) make the syntac-
tic parsing process more efficient. This is compatible with
the idea suggested by Landy et al. (2008) and Landy and
Goldstone (2010) that we selectively attend to high-prece-
dence operations automatically. Consistently with what
we had observed in experiment 1, the majority of fixations
were directed to the operators. (52 ± 3% of fixations), a sub-
stantial but smaller fraction were directed to numbers
(30 ± 2%) and only a small fraction (18 ± 2%) were directed
to parentheses. To quantify this observation we submitted
the frequency of fixations to an ANOVA with the symbol
type (number, an operator or a parenthesis) as main factor
Fig. 5. Effect of syntax and syntactic marker on calculation time, number of eye
The number of fixations (B) and error rates (C) are mainly determined by syntacti
number of fixations in each trial and was slower for implicit than for explicit form
in implicit and explicit formulas (E).
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and subjects as random factor. We observed a highly sig-
nificant main effect of symbol (df = 2, F = 37, p < 10�10).

Similarly, the number of fixations was calculated within
each condition and each subject, and submitted to ANOVA
with subjects as a random factor and syntactic structure
and equation type as within-subject factors. The number
of fixations varied with syntactic structure (df = 3,
F = 9.31 p < 0.001). The dependencies of the number of fix-
ations and of RT with syntactic structure were very similar.
However, in striking contrast with RT, there was virtually
no effect of equation type on the number of fixations
(Fig. 5b, df = 1, F = 0.1 p > 0.1). The interaction between
both factors for fixation number did not reach significance
(df = 3, F = 2.02, p > 0.1).

An analysis of the error distribution yielded a very sim-
ilar pattern (Fig. 5c) than for the number of fixations. Error
rates were calculated within each condition and each sub-
ject, and submitted to ANOVAs with subjects as a random
factor and syntactic structure and equation type as with-
in-subject factors. Error rates varied with syntactic struc-
ture (df = 3 F = 3.03 p < 0.05). As observed for the number
of fixations, error rates were not sensitive to equation type
(df = 1, F = 1.49 p > 0.1). These results stress the importance
of syntax since errors are not affected by the operation type
(even if it involves greater numbers) but on the contrary is
quite sensitive to the syntactic organization of the expres-
sion. The interaction between both factors for fixation num-
ber was not significant (df = 3, F = 0.62, p > 0.1).

Together, these results indicate that, when solving an
arithmetic expression, the number of fixations depends on
the syntactic structure but not on the intrinsic complexity
of each operation within the expression (i.e. if it is an addi-
tion or a multiplication). Response Time is affected by both
factors, implying that the duration of each individual fixa-
tion increases with the complexity of the operation. This
is testified by a measure of fixation duration as a function
fixations and errors (A–C). Calculation time is affected by both factors (A).
c structure (B). The mean duration of each fixation decreased with the total
ulas (D). The distribution of number of fixations per trial was not different

fast, parallel extraction of the syntax of arithmetic formulas. Cog-
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of the numbers of fixation, which revealed an exponential
decaying function (trials with more fixations have compar-
atively slower fixations) and an additive effect of around
30 ms per fixation of equation type (Fig. 5d). In comparison,
the distribution of trials with a given number of fixations
was virtually identical for both equation types (Fig. 5e).

4.2.2. Sequence of fixations during arithmetic
To compare eye movement dynamics in trials with var-

iable number of fixations, we proceeded as in Experiment
1: We first normalized trial duration into 100 bins such
that bin X corresponds to the time at which X% of the trial
has been completed. We then measured the location of the
corresponding fixation for each trial and each bin, and fi-
nally we computed a histogram of locations for each time
bin (Fig. 6, rasters). Normalized analysis revealed that
eye-movements reflected the syntactic organization of
expressions for all the classes explored in this experiment.
We replicated experiment one (Fig. 6, first row, first and
second raster starting from the left) and we extended this
observation to center–left and center–right trees (third and
fourth column). Implicit and explicit equation showed very
similar patterns. For each expression type we calculated
the syntactic level during the course of the trial and aver-
aged it for all trials and subjects to obtain the mean syntac-
tic level at different stages of the trial. This analysis
revealed a monotonic exploration of the tree (excluding
the first 20% of the trial where, as in Experiment 1 the first
fixation is directed to a fixed position in the expression).
The patterns of exploration were very similar for all equa-
tion types, with the exception of the CL and CR expressions
of explicit equations (Fig. 6, first row, third and fourth col-
umn) for which the last level of the hierarchy was reached
later in the trial. This observation is confirmed by an ANO-
VA analysis in which we analyzed mean syntactic level
with subjects as a random factor and three independent
within-subject factors: syntactic structure, equation type
and the tercile of the trial (excluding the first 20% of the
trial, as in Experiment 1). All factors were significant (ter-
cile, df = 2, F = 80, p < 10�10, syntactic structure df = 3,
F = 7.1, p < 0.001 and equation type df = 1, F = 12.6,
p < 0.001). All interactions were also significant. Fixation
sequences for correct and incorrect trials showed very sim-
ilar patterns (Supplementary Fig. 2a and b). We confirmed
this observation with an ANOVA with tercile of the trial
(whether fixations belong to the beginning (20–46.66%)
the mid (46.66–83.32%) or in the end (83.32–100.00%) of
the trial, Supplementary Fig. 2b) and correctness (whether
the answer was correct or not) as main factors and subjects
as random factors. We observed a main effect of tercile for
left and right branching structures (Left: df = 2, F = 88,
p < 10�10; Right: df = 2, F = 26, p < 10�10). The effect of cor-
rectness did not reach significance (Left: df = 1, F = 0.09
p > 0.1; Right: df = 1, F = 0.03 p > 0.1). The interaction be-
tween both factors was not significant (Left: df = 2,
F = 1.79 p > 0.1; Right: df = 2, F = 0.27 p > 0.1).

4.3. Discussion

Experiment 2 confirms the main-result of experiment
1 – a rapid extraction of the syntactic backbone is
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reflected in the eye-movement sequence – and extends
it to syntactic trees with non-linear center-embedded
structures. As in experiment 1, we observe a bias towards
the left which is rapidly corrected to accommodate the
syntactic ordering of the expression. This shows that ra-
pid extraction of syntax is not limited to the identification
of a left-to-right or right-to-left parse, but generalizes to
the detection of more complex spatial layouts of a hierar-
chical syntactic tree. Experiment 2 also shows that rapid
extraction of syntax does not require explicit parentheses
and still occurs very rapidly when syntax is determined
by precedence rules. These two results can be simply seen
as a generalization of Experiment 1. They support hypoth-
esis H2 (an initial language bias followed by the fast par-
allel extraction of syntax, independently of spatial layout)
extends in a wide range of parameters, including: (1)
branches which are not monotonically arranged in space
and (2) non-explicit markers of syntax. The latter consti-
tutes an important handle to investigate the development
of this rapid parsing ability, since implicit markers are
clearly cultural conventions highly practiced during edu-
cation. Future perspectives are analyzed in the general
discussion.

Our results also show that participants fixate much
more frequently the operators than the parentheses. In
pure syntactic reasoning, this observation seems to reflect
an interesting departure between gaze and normative
functions. Both operators and parentheses serve to parse
the syntactic tree, and yet participants are more likely to
attend to the operators than the parentheses. At least
two non-exclusive interpretations may be proposed for
this observation: (1) symbols are centered in the arithme-
tic phrases while parentheses delimit their borders, and
gaze is naturally directed to the center of constituents; or
(2) symbols convey information about syntax but also
about the specific operation which has to be performed,
and gaze is biased to the symbols carrying semantic infor-
mation about operations. Future experiments can be done,
manipulating the spatial proximity and layout of symbols
– departing them from the center of constituents – to dis-
ambiguate between these hypotheses.

Finally, our data revealed that expressions which in-
volve multiplications and hence larger numbers are solved
more slowly but do not require more fixations. A double
dissociation is observed, in which the number of fixations
is determined by the syntactic backbone while the dura-
tion of each fixation is modulated by the magnitude of
the numbers involved. This observation suggests that the
solution of an arithmetic program can be described by a
simple architecture in which each fixation corresponds to
one operation. In this model, the number of fixations
may vary in different layouts as described in Experiment
1 and 2, to accommodate for initial biases. It predicts that
the duration of each fixation in one level should be ac-
counted by the time it takes to calculate the corresponding
result. Experiment 3 aimed to corroborate this prediction
by investigating whether the time spent solving an arith-
metic expression can be accounted by the duration of the
internal operations involved at each step of the sequence
or if, instead, the interactions between processing steps
blur this dependence.
fast, parallel extraction of the syntax of arithmetic formulas. Cog-

http://dx.doi.org/10.1016/j.cognition.2012.06.015


( ( 4 - 3 ) + 1 ) + 2
0

15

30

45

2+ ( 1 + ( 4 - 3 ) )
0

20

40

2+ ( ( 4 - 3 ) + 1 )
0

10

20

30

( 1 + ( 4 - 3 ) ) + 2
0

10

20

30

50 100
1

1.5

2

2.5

Percent Trial

Le
ve

l

( 3 * 2 + 5 ) + 4
0

10

20

30

4 + ( 5 + 3 * 2 )
0

10

20

30

4 * ( 3 * 2 + 5 )
0

10

20

30

( 5 + 3 * 2 ) + 4
0

10

20

30

50 100
1

1.5

2

2.5

Percent Trial

Le
ve

l

(a)

(b)

(c)

(d)

(e)

0%

50%

100%

0%

50%

100%

Fig. 6. Sequential progression of eye fixations. (A) Sketch of the four syntactic structures. (B and D) Mean position as a function of fixation number, for
explicit (B) and implicit formulae (D). Each column corresponds to the syntactic structure described in (A). (C and D) When projected to syntactic levels
explicit (C) and implicit (E) formulas reflect a monotonic progression (excluding the first 30% of total trial time in which the first saccades were directed to a
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5. Experiment 3

Algebra and arithmetic have been considered a case
study for the investigation of tasks involving nested se-
quences of operations where intermediate results are
stored and reused in subsequent steps (Anderson & Lebiere,
1998). Multi-step human cognition has been modeled by
applying the computer-science notion of ‘‘production sys-
tem’’ (Anderson et al., 2004). It consists of a general mech-
anism for selecting production rules fuelled by sensory,
motor, goal and memory modules. These models, as well
as other similar enterprises (Meyer & Kieras, 1997) empha-
size the chained nature of cognition: at any moment in the
execution of a task, information placed in buffers of special-
ized modules acts as data for the central production system,
which in turn outputs new information to the buffers.
Please cite this article in press as: Schneider, E., et al. Eye gaze reveals a
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Mental chronometry partially validated this approach by
showing that total calculation time can be approximated
by a sum of multiple stages, each sensitive to the duration
of individual calculations (Ashcraft & Stazyk, 1981; Sigman
& Dehaene, 2005; Timmers & Claeys, 1990; Widaman,
Geary, Cormier, & Little, 1989; Zylberberg, Fernandez Sle-
zak, Roelfsema, Dehaene, & Sigman, 2010).

Experiment 3 aimed to relate this serial chaining of
operations to the syntactic organization investigated in
Experiments 1 and 2. In these experiments we showed that
participants can extract rapidly and in parallel the syntac-
tic backbone needed to precisely program the sequence of
operations. Here we examine whether the solution of
arithmetic expressions involve a strictly serial execution
of each arithmetic step. The prediction of this hypothesis
is that the duration in each level should be tightly
fast, parallel extraction of the syntax of arithmetic formulas. Cog-

http://dx.doi.org/10.1016/j.cognition.2012.06.015


E. Schneider et al. / Cognition xxx (2012) xxx–xxx 11
correlated with the duration of the corresponding isolated
operation. As in Experiment 1 and 2, we used expressions
which required a total of 3 binary arithmetic facts. For in-
stance 3 � (2 + (4 + 1)) can be parsed in the following se-
quence: 4 + 1 = 5; 2 + 5 = 7; 3 � 7 = �4. In Experiment 3
participants solved all possible LB arithmetic expressions
presented in experiment 1, plus all of the corresponding
isolated arithmetic problems, allowing the former to be re-
gressed on the latter.

5.1. Methods

5.1.1. Participants
Nine people participated in Experiment 3 (mean age 24).

5.1.2. Procedure and stimuli
Experiment 3 was conducted to measure the covaria-

tion of the RTs to simple arithmetic facts and to the com-
plex arithmetic expressions used in Experiment 1. On
each trial participants solved either an arithmetic fact
(i.e. 3 + 2) or a three level expression i.e. ((3 + 2) � 1) + 4.
Arithmetic facts included all the operations appearing dur-
ing the hierarchical resolution of one or more of the syn-
tactic trees (e.g. for ((3 + 2) � 1) + 4, the arithmetic facts
are 3 + 2, 5 � 1 and 4 + 4). Participants solved all the possi-
ble left branching structures twice. Therefore in every
experiment there were 144 left branching trials. There
are 63 different arithmetic facts which result from unfold-
ing all 72 three-step expressions. During the experiment,
each participant solved each of these facts five times. Con-
sequently each experiment consisted of 459 trials, 144 left
branching expressions and 315 facts.

The 63 facts were grouped in nine classes of operations
depending on whether or not they involved negative num-
bers, whether one of the addends was a zero, whether the
two numbers in the operation were identical, and whether
the result was positive or negative. This resulted in a total
of 9 classes, which qualitatively represented the different
types of operations: (1) Additions with non-identical num-
bers (1 + 2), (2) additions with identical numbers (2 + 2),
(3) additions of zero (3 + 0), (4) subtractions of identical
numbers in + � order (3 � 3), (5) subtractions of identical
numbers in � + order (�3 + 3), (6) subtractions + � = +
(i.e. 3 � 2 = 1), (7) subtractions + � = � (i.e. 2 � 3 = �1),
(8) subtractions � + = + (i.e. �2 + 3 = 1), and (9) subtrac-
tions � + = � (i.e. �3 + 2 = �1).

Not all classes are performed in all levels, for instance
operations with equal operands or with zero as an operand
are never performed in the first step, which can be any
addition or subtraction of two different numbers between
one and four. For the regression analysis of experiment 3
we grouped measures from all levels together. The results
remained unchanged when the regression depended on
the syntactic level of the arithmetic calculation in which
the operation was performed.

5.2. Results

We first classified all the binary operations in nine cat-
egories, based on the type of operation and the sign of the
numbers involved (see methods and Fig. 7a). Response
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time was faster for classes involving additions only, than
for any other class of operations; the fastest class corre-
sponded to an addition of zero, which occurs for instance
in the last step of 4 + (3 � (2 + 1)) which is 4 + 0. The slow-
est category was a subtraction in which the subtracted
number is first (or an addition in which the first term is
negative) and which has a negative result (�3 + 1).

To model the variability of this data, following the pro-
cedure described by Aschraft and colleagues (Ashcraft,
1992; Ashcraft & Stazyk, 1981), we performed a multiple
regression using five binary factors: (1) Whether the oper-
ation involves only positive numbers, (2) whether one of
the two terms is zero, (3) whether the two terms were
identical, (4) whether the negative number was the first
or the second (i.e. �2 + 3 or 3 � 2), and (5) whether the re-
sult was positive or negative. To avoid performing too
many regressions, we modeled the main effects but not
the interactions. This was clearly sufficient to show that
the numerical complexity of each operation affect response
time. This analysis revealed that all these factors were sig-
nificant (the p values of all factors were <0.01) and had ex-
pected main effects on RT. Expressions involving additions
of positive (non-zero) addends were faster by 95 ± 10 ms
than expression involving subtractions or additions of a
positive and a negative number. The occurrence of a zero
term reduced RTs by 85 ± 35 ms. Additions were
54 ± 20 ms faster when the two numbers were identical.
Subtractions in which the negative number was the first
operand were 152 ± 57 ms slower than RT in subtractions
where the negative number was in the second position.
Operations for which the result was negative were
87 ± 36 ms slower than those for which the result was
positive.

Having classified the dispersion of response times to
individual arithmetic facts, we then investigated whether
the time to perform each step of the expression could be
accounted by the time to perform the corresponding oper-
ation. By definition, in multiple-step arithmetic one does
not have direct access to the time involved in each step
since a response is emitted when all the steps have been
completed. However, based on the results of Experiment
2 we hypothesized that the total time of gaze in each syn-
tactic level constitutes a marker of the time spent in this
step of the sequence. To test this hypothesis we performed
a linear regression RTsingle(i) = a + b � RTcompound(i) where i
indexes the nine classes of arithmetic operations defined
above, RTsingle is the mean RT for all the arithmetic facts
in the given class, and RTcompound is defined as the total gaze
time for which the corresponding operation belonged to a
class (Fig. 7b). The linear regression was performed
independently for each participant. The resulting mean
values of the regression were a = �362 ± 82 ms and
b = 0.94 ± 0.08. These results indicate that total gaze time
to a step of the calculation scales linearly with the time
it takes to perform the operation in isolation, with a slope
that does not differ significantly from 1 (p > 0.1). This
observation validates our hypothesis that gaze duration re-
lates to the calculation time at a given step. The intercept,
however, indicates that on average, gaze time during the
compound calculation is much shorter that the calculation
time for a single arithmetic fact, indicating that the transi-
fast, parallel extraction of the syntax of arithmetic formulas. Cog-
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Fig. 7. Unfolding the resolution of arithmetic formulas as a sequence of individual arithmetic operations. (A) Duration of calculation time for nine different
classes of operations. An exemplar is given as a legend and the description of the category is found in the methods section. (B) For each class, we averaged
the time spent at the corresponding syntactic level during the arithmetic formula (ordinate) and compared it with the time needed to solve the same
calculation problem in isolation (abscissa) (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this
article.).
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tion from one calculation step to the next (as indexed by
saccades) is considerably more rapid than the time it takes
to receive the single problem visually and to manually con-
vey the response.

5.3. Discussion

This experiment confirmed that, as suggested by the re-
sults of experiment 2, the time of gaze at each syntactic le-
vel constitutes a good marker of computation time at this
step of the sequence. This is inline with the prediction de-
rived from our hypothesis that syntax is extracted rapidly
and configures a sequence of operations which is then exe-
cuted serially without additional cost. Our observations are
incompatible with alternative architectures. For instance,
it rules out the possibility that subjects move the eyes from
one level to the other before having completed the calcula-
tion. A similar spillover effect has been found during read-
ing (Binder, Pollatsek, & Rayner, 1999; Schroyens, Vitu,
Brysbaert, & D’Ydewalle, 1999). Similarly, our observation
is incompatible with a model in which subjects first scan
and encode the entire expression and only then compute
the series of arithmetic facts. Beyond the theoretical impli-
cations, this specific result has also methodological rele-
vance, since it shows that eye-movements can be used to
tag individual arithmetic operations which are embedded
in multiple-step arithmetic where, by definition, one does
not have direct access to the time involved in each step.
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6. General discussion

6.1. Main theoretical conclusion: extracting syntax at a glance

We showed that fixation sequences during arithmetic
calculations are highly stereotyped and universal in a pop-
ulation of subjects with substantial mathematical training.
The first fixation is directed slightly towards the left of the
center of the expression. Trajectories then rapidly bifurcate
in accordance with a hierarchical exploration of the syn-
tactic tree. These trajectories are not affected by whether
syntax is conveyed by brackets and parentheses, or by
the precedence of arithmetic operators, and are only af-
fected by syntactic structure and not by the total calcula-
tion time. This data coherently shows that the human
brain can extract, at a glance, the hierarchical structure
of an arithmetic expression. As opposed to language, where
a sentence has to be scanned progressively while the
nested syntactic structure is being computed, syntax in
arithmetic can be extracted automatically and in parallel.
Our study also reveals an initial bias towards expressions
that unfold from left to right, which is rapidly corrected
for expressions with other spatial layout.

Together our data can distinguish between three
alternative hypotheses which motivated this study: (H1)
mathematical expressions are similar to language: an
equation has to be scanned from left to right, sequentially;
(H2) the syntactic structure can be extracted very quickly
fast, parallel extraction of the syntax of arithmetic formulas. Cog-
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and in parallel, but the typical left-to-right sequential orga-
nization of language is imprinted in mathematical think-
ing. This hypothesis predicts an initial bias for left to
right parsing which is rapidly corrected; or (H3) the syn-
tactic structure can be extracted in parallel, and language
sets no bias on how mathematical expressions are read.
Our observations are highly compatible with H2 and
incompatible with the other views.

The observation of a rapid identification of syntax fits
well with a series of studies by Landy and Goldstone
(2007a, 2007b), and Landy et al. (2008), who have demon-
strated that humans selectively attend to high-precedence
operations automatically and direct the first fixations to-
wards the multiplication symbol during the solution of
‘‘addition–multiplication’’ or ‘‘multiplication–addition’’
expressions (Landy & Goldstone, 2007a, 2007b, 2010;
Goldstone et al., 2010; Landy et al., 2008). Experiment 2
shows the generality of this phenomenon, demonstrating
that a rapid structuring of eye movements follows syntax
in a broad variety of hierarchical trees and using different
markers to convey syntax. More generally, our results are
consistent with the theoretical proposal that mathematical
notation is founded upon early perceptual mechanisms
yielding efficient pre-attentive and parallel mechanisms
for rapid parsing of mathematical structures (Goldstone
& Barsalou, 1998).

Experiment 3 may explain why the syntactic backbone
of the expression is extracted rapidly and in parallel. The
regression analysis indicates that the time spent at each le-
vel of an expression is tightly correlated, with a slope of 1,
with the time it takes to compute the corresponding arith-
metic fact in isolation. This is consistent with a strict
sequential unfolding of a nested series of operations. In-
stead, it is incompatible with models in which processing
time of certain steps is slower (than the fact in isolation)
while queued until syntax is extracted, as observed in sen-
tence comprehension (Waters, Caplan, & Hildebrandt,
1987).

Our observations are also incompatible with distributed
or cascaded processing mechanisms (an operation is per-
formed through many fixations) which have been observed
in recent studies of eye-movements during reading (Kliegl,
2007; Kliegl, Nuthmann, & Engbert, 2006) or, similarly,
with architectures based on accumulation of memory buf-
fers or other non-stationary mechanisms (such as fatigue)
which predict that the last steps of the calculation should
take more time than when performed as isolated facts.

This data instead support a simple architecture by
which the order of operations is quickly identified and then
executed serially, step by step, with no further delays. This
architecture brings together the ideas of Goldstone and
colleagues of a saliency of syntactic markers with the no-
tions of cognitive architecture based on ‘‘production sys-
tems’’ (Anderson et al., 2004). This architecture is
equivalent to a Turing Machine (Zylberberg et al., 2010),
gaining computational versatility by relying on a sequen-
tial implementation of simple steps. The sequence of steps
is determined by a program, whose role here is played by
the syntax of the expression. As an interesting historical
coincidence, in the implementation of his celebrated com-
puting device, Alan Turing did not conceive an abstract
Please cite this article in press as: Schneider, E., et al. Eye gaze reveals a
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thinking machine. Instead, he developed a device observ-
ing his own thought, explicitly attempting to build a ma-
chine which could imitate a mathematician (Turing, 1938).

6.2. Spatial asymmetries in mathematical notation

The asymmetry observed between the first fixation of
left- and right-branching expressions (Figs. 2 and 3) might
suggest an influence of language in the processing of alge-
braic expressions. All our participants were native Argen-
tinean Spanish speakers. Spanish is read from left to
right, which can explain the observed bias for left-branch-
ing structures. Another possible bias may originate in sen-
tence structure: Spanish has a subject–verb–object (SVO)
sentence structure (as opposed to Turkish, Basque or Japa-
nese among others which are subject–object–verb (SOV)
languages) which may favor a left-starting parse. Our data
are not conclusive as to which of these two aspects of
language contribute to the slight leftward bias of the first
fixation to arithmetic expressions.

The leftward bias may also originate from the non-com-
mutative nature of some arithmetic operations (3 � 2 is
different from 2 � 3) as well as their non-associative nat-
ure; 2 � 3 + 4 is different from 2 � (3 + 4). In this case, by
convention, operations proceed from left to right (a con-
vention which in turn may also originate from a language
bias; see below). In the future, it may be possible to inves-
tigate these hypotheses by studying arithmetic in reverse
polish notation, where an operator follows all its operands
(i.e. 2 6 � 1 + denotes: subtract 6 from 2 and add 1 to the
result).

The leftward bias may also be specific to the spatial
organization of mathematical notation. Much of the devel-
opment of mathematical notations occurred in Latin
(Cajori, 1929), and as a result, algebraic notations are most
often organized in a left-to-right and top-to-bottom fash-
ion. These cultural choices, which are probably largely
arbitrary, set a concrete spatial layout for the organization
of arithmetical thought as demonstrated by several find-
ings. Kirshner (1989) demonstrated that spatial informa-
tion plays a role in processing mathematical notations,
because participants performed better when processing
expressions that maintained the spacing found in algebraic
notation (Kirshner, 1989). Landy and Goldstone (2007b)
further showed that spatial proximity, as well as other no-
tions of perceptual similarity, guide parsing of expressions
and equations (Landy & Goldstone, 2007b). For instance
subjects are likely to compute 5 � 5 in response to
‘‘2 + 3 � 5 = ?’’ despite the procedural rule which states that
multiplication precedes addition, simply because of the
proximity of the addends 2 and 3. This error is much less
frequent when responding to ‘‘2 + 3 � 5 = ?’’ when spatial
proximity is congruent with procedural rules (Landy &
Goldstone, 2007b; Goldstone et al., 2010; Landy et al.,
2008).

Indirect measures of spatial mental movement during
algebraic thinking can also be obtained by superposing
an equation like ‘‘4 � Y + 8 = 24’’ with a moving grating
(Goldstone et al., 2010). Accuracy increases if the move-
ment is to the right, when the direction of motion is con-
gruent with the algebraic transformation needed to
fast, parallel extraction of the syntax of arithmetic formulas. Cog-
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isolate the Y on the left side (the 8 and then the 4 must be
‘‘moved’’ to the right-hand side of the equation). In a com-
parable study, Jansen et al. (2003) used a Restricted Focus
Viewer (RFV), where participants only see a small region of
the equation at a time. Compared to our study, Jansen and
colleagues also changed the original fixation (to the corner
instead of the center of the equation as used here) and the
specific task (participants read the equation to later deter-
mine whether a statement was true or false). Interestingly,
even under this restricted circumstances, participants
showed a scan path which was heavily determined by syn-
tax, although with a stronger LR bias than we observed
(which was only seen in the first fixation).

The interaction between the spatial layout of the expres-
sion and its syntactic structure are reminiscent of the tight
relation between syntax and prosody observed in spoken
language (Mehler, Nespor, Shukla, & Pena, 2006; Nespor &
Vogel, 2007). It argues in favor of a tight relationship be-
tween perceptual organization and conceptual reasoning
(Goldstone & Barsalou, 1998). According to this view, the
cues needed to parse mathematical expressions do not rely
on purely amodal and abstract symbol representations (Fo-
dor, 1975) but instead recycle evolutionarily older mecha-
nisms of perceptual grouping (Goldstone & Barsalou,
1998; Dehaene & Cohen, 2007; Goldstone et al., 2010). This
point seems quite evident when syntax is indicated by
parentheses, which constitute one of the earlier examples
used by explicit psychologists to indicate perceptual group-
ing and segmentation (Wertheimer, 1938; Westheimer,
1999). For instance the sequence [ ] [ ] [ ] is perceived as
three objects because the open and close bracket are
grouped spontaneously (Kofka, 1935). Our observation that
eye-movement patterns are virtually identical in equations
in which parsing is encoded by brackets and parentheses or
by precedence of operators suggests an additional role for
perceptual learning as a relevant aspect of mathematical
training (Goldstone et al., 2010). Hence, perceptual learning
mechanisms may extend beyond the early assimilation of
regularities (Sigman, Cecchi, Gilbert, & Magnasco, 2001)
and have a direct impact on reasoning and on the organiza-
tion of cultural conventions including reading and mathe-
matics (Goldstone & Barsalou, 1998; Gilbert, Sigman, &
Crist, 2001; Sigman & Gilbert, 2000; Dehaene & Cohen,
2007; Goldstone et al., 2010).
6.3. Universal syntax? Comparing syntax in arithmetic and
language

Is the syntax of arithmetic closely related to the syntax
of language? In his pioneering study, Ranney made a
strong claim about the relative advantages of using alge-
braic expressions to investigate syntax (Ranney, 1987).
‘‘The syntax of algebra places certain conventional order-
ing constraints on its elements, much as English syntax
does [. . .] It is algebra’s compactness, however, that makes
it particularly appropriate for the study of the perceptual
effects of structural context. Even rather complex expres-
sions can be formed with the appropriate concatenation
of relatively few characters. In algebra, then, we have a for-
mal, syntactic language that is compact enough to be
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briefly perceived (i.e., with fewer eye fixations and sac-
cades than are required to perceive English sentences).’’

Ranney’s remarks refer to the spatial layout of algebra
which presents substantial differences with the arithmetic
expressions studied here (etymologically arithmetic re-
lates to counting and algebra to movement or reunion of bro-
ken parts). Nevertheless, algebra and arithmetic use a
similar spatial layout and both are, in the words of Ranney,
‘‘a formal, syntactic language that is compact enough to be
briefly perceived’’. Hence, while the extension of the obser-
vations of this study to algebra should be a matter of fur-
ther study, here we built upon some of the similarities
between arithmetic and algebra which result from their
spatial representation and symbolic expression.

Our study can be seen as an empirical corroboration, in
the domain of arithmetic, of Ranney’s intuition: language
and mathematics differ in the speed and compactness with
which they convey syntax. Written forms of natural lan-
guage are read primarily in a specific direction (left-to-
right in English), with occasional backtracking to regions
of the text that have already been scanned (Rayner,
1998). Syntax therefore primarily impacts on the latencies
of sequential scanning, but not on the order of fixations
(Frazier, Carminati, Cook, Majewski, & Rayner, 2006; Ray-
ner, 1983). Instead, here we show that syntactic structure
during arithmetic is directly reflected in the sequence of
fixations itself, reflecting a global extraction of syntax
immediately after the first fixation to the equation.

In the future, a comparative analysis between language,
arithmetic and algebra may constitute a useful vehicle to
probe syntactic universals. Here, we merely make a few
observations. An important difference between syntax in
arithmetic is the necessity for explicit syntactic markers
such as parentheses. In language, such an explicit marking
of syntactic trees is often unnecessary (although prosody
plays a role), among other things because words provide
syntactic tags (they are verbs, nouns, adjectives. . .). Hence,
in the sentence ‘‘John quickly decides to walk’’, or even its
Jabberwocky equivalent ‘‘John pradly hinfers to jolk’’, word
order, grammatical category and morphological endings
serve as markers for syntax. In mathematical notation,
inflectional morphology is very rarely used. The sequence
2 3 is completely ambiguous and hence requires explicit
operators to assign syntax to this sequence of numbers.

In natural languages, branching patterns have been
identified as a factor influencing syntactic complexity since
the pioneering studies of Miller and Chomsky (Miller &
Chomsky, 1963). For instance, subjects make more errors
and take longer to process sentences that contain center-
embedded relative clauses than sentences that contain
right-branching relative clauses (Waters, Caplan, & Hilde-
brandt, 1991) which is believed to result from the memory
load associated with holding the unassigned phrase in a
parsing buffer until it is assigned a thematic role, posing
specific comprehension difficulties to aphasic patients suf-
fering from a lesion in Broca’s region (Ben-Shachar, Hen-
dler, Kahn, Ben-Bashat, & Grodzinsky, 2003; Grodzinsky,
2000; Grodzinsky & Finkel, 1998; Grodzinsky & Friederici,
2006). This constitutes an example of a more fundamental
process, referred as syntactic movement, which describes
the fact that in all natural languages constituents may be
fast, parallel extraction of the syntax of arithmetic formulas. Cog-
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displaced from the position where they receive features of
interpretation (Chomsky, 1975, 1995). The origin of syn-
tactic movement remains an open theoretical discussion
(Moro, 2000). A recent view, developed by Andrea Moro,
is that it is driven by purely structural reasons related to
the necessity to linearize words in a string. The hypothesis
is that the structural rationale of movement is to reduce
symmetry created by the binary recursive operation
(merge) which assembles words together (Moro, 2000). A
potentially interesting domain to probe these ideas is
arithmetic in reverse polish notation in which, contrary
to standard notation, the operator is in the postfix position.
For instance 2 5 + denotes 2 + 5. Interestingly, this notation
(assuming that all operations are binary) reduces the
necessity for syntactic markers. For instance, the arithme-
tic phrase: ‘‘2 3 4 � � ’’ is read unambiguously as ‘‘2 (3
4 � ) � ’’. Hence an analysis of eye-movement in reverse
polish notation arithmetic may be shed light on the impact
of asymmetries in the syntactic organization of arithmetic.
6.4. The development of arithmetic abilities

The present study was conducted in participants who
had completed high school and hence had substantial
mathematical training. Those results are not expected to
be universal since, among other things, they rely on arbi-
trary procedural rules which are extensively trained during
mathematical instruction. Our results pave the path for
developmental studies aiming to dissect the development
of the mathematical ability to perform individual facts
and to organize these facts into nested operations. A partic-
ular fruitful experimental tag is the possibility to convey
syntax by explicit symbols (parentheses) compared to im-
plicit rules (precedence rules) which result in comparable
sequences in adults but which might be expected to devel-
op at different moments during mathematical instruction.
6.5. Conclusion

In conclusion, our results show that arithmetic compu-
tation, although fast, is organized into a syntactic structure
which is partly reminiscent of the organization observed in
language, yet preserving some specific idiosyncrasies. The
most striking difference is that the syntactic structure is al-
most immediately evidenced in eye movement patterns.
The present study provides a new method to probe syntac-
tic organization in mathematics and, in future studies, ex-
plore Hauser et al.’s (2002) conjecture that recursion is a
distinctively human trait with broad manifestations in var-
ious cognitive domains.
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