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The Visual Word Form Area (VWFA) is part of the left ventral visual stream that underlies the invariant
identification of visual words. It remains debated whether this region is truly selective for words relative to
common objects; why this particular part of the visual system is reproducibly engaged in reading; and
whether reading expertise also relies on perceptual learning within earlier visual areas. In this fMRI study we
matched written words and line-drawings of objects in luminance, contour length and number of features.
We then compared them to control images made by scrambling procedures that kept local features intact.
Greater responses to written words than to objects were found not only in the VWFA, but also in areas V1/V2
and V3v/V4. Furthermore, by contrasting stimuli reduced either to line junctions (vertices) or to line
midsegments, we showed that the VWFA partially overlaps with regions of ventral visual cortex particularly
sensitive to the presence of line junctions that are useful for object recognition. Our results indicate that
preferential processing of written words can be observed at multiple levels of the visual system. It is possible
that responses in early visual areas might be due to some remaining differences between words and controls
not eliminated in the present stimuli. However, our results concur with recent comparisons of literates and
illiterates and suggest that these early visual activations reflect the effects of perceptual learning under
pressure for fast, parallel processing that is more prominent in reading than other visual cognitive processes.
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Introduction

Humans are virtually alone in the animal world in their capacity to
radically alter their natural and cognitive environment by means of
culture. The invention of writing is one of the most important such
cultural changes, and the question of how literacy modifies existing
brain mechanisms raises many intriguing questions (Price and Devlin,
2003; Dehaene, 2005; Dehaene, 2009). Notably, because reading was
invented only ~5400 years ago, there was no sufficient time or
evolutionary pressure to evolve a brain system devoted to visual
word recognition. Nevertheless, in fluent adult readers, reading
engages a well-defined brain region in the left occipito-temporal
cortex, the Visual Word Form Area (VWFA), which is reproducibly
located across different individuals, scripts and cultures (Cohen et al.,
2000; Bolger et al., 2005; Baker et al., 2007).
Several basic questions on the nature of visual word form
recognition remain to be answered. First, in expert readers, are
there really subparts of the ventral visual system that are specialized
enough to respond more strongly to words than to other kinds of
visual shapes? We have defined functional specialization as the
possibility that the visual system has become, at least in part, attuned
to the requirements of reading in a given script (Cohen and Dehaene,
2004). Some researchers have argued that line-drawings of objects
activate the VWFA just as much as letter strings, and that letter strings
are actually processed by the same general-purpose system for
recognition and naming that also processes other common visual
objects (Price and Devlin, 2003; Wright et al., 2008; Kherif et al.,
2010). This issue bears similarity with the debate as to whether face-
specific mechanisms or general-purpose expertise suffices to account
for face-related activations in the Fusiform Face Area (Tarr and
Gauthier, 2000; McKone et al., 2007). A difficult but important
requirement for comparing words vs. objects is to avoid, in as much as
possible, all low-level physical differences between the two classes of
stimuli. While some studies matched words and objects in luminance
(Baker et al., 2007; Ben-Shachar et al., 2007) and overall shape (Ben-
bjects in the visual cortex, NeuroImage (2011),
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Shachar et al., 2007), none of them matched these stimuli for other
low-level attributes such as contour length and number of features,
nor used appropriately matched low-level control stimuli. There are
obviously considerable physical differences between words and
objects, and these features alone might have introduced confounds
in the search for specializedmechanisms for the two classes of stimuli.
Conversely, if voxels more responsive to words than to objects
emerged after controlling for low-level features, it would be a strong
argument in favor of a partial specialization for reading.

A second open question concerns which levels of the visual
system are actually modified through the acquisition of literacy. The
VWFA in the fusiform region displays several high-level features
specifically associated with reading, such as invariance for case or
font (Dehaene et al., 2001; Binder et al., 2006; Vinckier et al., 2007;
Levy et al., 2008; Glezer et al., 2009; Qiao et al., 2010). However,
words traverse all stages of the visual system. Given what is known
about the impact of perceptual learning and expertise (Fahle and
Poggio, 2004; Gilbert et al., 2009; Harel et al., 2010), Nazir and
colleagues have proposed that even the early visual cortex might
develop preferential tuning for letters (Nazir, 2000; Nazir et al.,
2004; Sigman et al., 2005; Grainger et al., 2010; Tygdat and
Grainger, 2009). Indeed, learning to identify T-like shapes during
brief visual presentation induces plasticity in the primary visual
cortex (Sigman et al., 2005). The impact of literacy might thus be
more widespread than is usually proposed.

A third major issue concerns the reasons why the acquisition of
literacy affects a reproducible sub-region within the ventral visual
system. The object recognition system encompasses extensive sectors
of both fusiform and lateral occipital regions (Kanwisher et al., 1997;
Grill-Spector andMalach, 2004). However, the VWFA always develops
at a fixed location within the lateral occipito-temporal sulcus
bordering the fusiform gyrus, as further demonstrated for example
by the anatomy of pure alexia (Cohen et al., 2000; Gaillard et al., 2006).
We have proposed the hypothesis that this consistent localization
relates to prior properties of the corresponding tissue, which make it
particularly suitable to the specific problems posed by the invariant
visual recognition of written words (Dehaene, 2005; Dehaene, 2009).
These properties include a bias for foveal as opposed to peripheral
stimuli (Hasson et al., 2002), a posterior-to-anterior increase in
perceptual invariance (Grill-Spector et al., 1998; Lerner et al., 2001),
and possibly more direct projection fibers to language areas (Cohen
et al., 2000; Epelbaum et al., 2008).

Here, we test a further possibility: the reproducible localization of
the VWFAmight be due to the fact that this region has an initial bias or
preference for geometrical features that are close to those used in
letter shapes (Dehaene 2005; Dehaene, 2009). One candidate for such
geometrical features is the viewpoint-invariant line junctions that
occur at the points where the edges formed by the contours of the
objects meet (the “vertices” of the graph formed by the contours). For
instance, whenever a part of an object occludes another, their
contours tend to join and form a local “T” junction (the horizontal
contour occluding the vertical one). Such T, Y or L-shaped junctions
provide important cues to three-dimensional shape. Indeed, recently
it was found that word recognition (Lanthier et al., 2009; Szwed et al.,
2009), similar to object recognition (Biederman, 1987) relies heavily
on such line junctions: when they are deleted, recognition of both
words and objects is more impeded than when an equivalent amount
of contour is deleted from the edges only. Furthermore, it has been
shown that all writing systemsmake use of a similar array of such line
junctions, with a reproducible statistical distribution that matches
that of natural scenes (Changizi et al., 2006). During the evolution of
writing, the shapes of written symbols may have been selected to
match the shapes that were already encoded in the visual system
because of their usefulness in recognizing objects and scenes
(Dehaene, 2005; Changizi et al., 2006; Dehaene, 2009). Under this
hypothesis, even prior to learning to read, the VWFA may already
Please cite this article as: Szwed, M., et al., Specialization for writt
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have a bias for recognizing line junctions. (Dehaene, 2005; Dehaene,
2009), and this bias would make it particularly suitable for
recognition of written words.

Here, we implemented an original stimulus design (Fig. 1) that
allowed us to address those three questions simultaneously. First, we
designed tightly matched sets of words and of line drawings. This was
achieved by fragmenting their contours and equating several low-
level attributes: luminance, contour length and number of vertex
features (seeMethods). Still, some systematic differences could not be
avoided. In particular, objects and words differed in their overall
shape, which was horizontal and rectangular for words and more
variable for objects. The number of individual fragments was also
larger for words, and the individual fragments were on average
shorter and less curved (Fig. 1 and Fig. S1). To factor out the impact of
these differences on neural activations, we devised scrambled control
stimuli (Fig. 1, see Methods), which contained the same individual
features and occupied the same overall retinal location as the original
stimuli. Subtracting the activations evoked by these scrambled
controls allowed us to factor out several remaining low-level
differences across categories. Finally, to control for the specific type
of grouping by proximity that define individual letters within a word,
we devised an additional control: “gestalts”, which were made by re-
arranging individual letters' features into pseudo-objects. The gestalts
had the same type of grouping into several distinct elements as words
(Fig. 1D), and the same amount of contour. Overall, the multiple
controls used in our study allowed us to detect regions responding
preferentially to words with a higher degree of confidence than in
previous studies.

In particular, the use of carefully matched controls allowed us to
determine whether early visual cortex processes words differently
from objects. In previous comparisons (e.g. Cohen et al., 2002), the
control stimuli for words often “over-controlled” for low-level visual
differences, for instance by presenting flashing checkerboards that
exceeded the words in both spatial extent and luminance, thus
subtracting out any early visual activation. With our better matched
stimuli, we are in a position to detect putative differences in the
responses of early visual cortices to words and objects. In particular, if
low-level cortex develops specific letter processing abilities as a result
of extensive perceptual learning (Sigman et al., 2005; Gilbert et al.,
2009), we should observe larger activations for words compared to
scrambled words in occipital areas, but not for objects vs. scrambled
objects.

Finally, to test the hypothesis that line junctions play a special role
in the origins of the VWFA, we designed two versions of both the
words and the line-drawing stimuli. In one version, parts of the lines
were deleted so that the stimuli consisted only of the characteristic
line junctions occurring at vertices, including a variety of T, Y and L
vertices. In the other version, conversely, all line junctions were
deleted, so that the words and line drawings were now exclusively
made of line segments. Contrasting these two stimulus variants
allowed us to test our hypothetical account of the reproducible
localization of the VWFA as arising from perceptual mechanisms
sensitive to the presence of viewpoint-invariant line junctions
(Biederman, 1987; Lanthier et al., 2009; Szwed et al., 2009) might
be localized in the fusiform, but not in the lateral occipital sector of the
object recognition system.

Methods

Outline of the experimental session

The outline of the experimental session is depicted in Fig. 1A. It
startedwith themain fMRI experiment (Figs. 1B–C, see details below),
in which subjects saw short blocks with the various versions of the
words, objects, and scrambled stimuli. Next, while they were still in
the magnet, subjects performed an overt naming task on the same
en words over objects in the visual cortex, NeuroImage (2011),
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Fig. 1.Design and behavioral results. (A) Overall flowchart of the experimental session. Following themain experiment, subjects performed an overt naming task on the same objects
and words. Then, they underwent a functional localizer scan which allowed us to define the object recognition system and the VWFA independently of the main session. Finally,
visual areas were localized with the meridian mapping method. (B) There were 16 blocks for each type of stimuli. Blocks were separated by fixation periods that lasted either 2.4, 3.6
or 4.8 s. (C) In each block, 12 stimuli of one given type were displayed for 200 ms separated by a 200 ms fixation screen (4.6 s total block duration). (D–F) Words and objects were
degraded by partial deletion of some of their component lines, leaving either the vertex features or the midsegment features. In control stimuli, objects and words were scrambled in
a way that kept the individual features intact. (D) Examples of words, scrambled words and ‘gestalts’. For words, either 55% (top) or 35% (bottom) of original line length was
preserved. In scrambled words and objects, fragments were randomly shuffled, while in word ‘gestalts’, they were recomposed into pseudo-objects that had the same amount of
collinearity and grouping as words.(E) A sample letter in both variants. (F) Example object stimuli (see Fig. S1 for more examples). (G–H) Naming performance for words (G) and
objects (H) with midsegment preserved (white bars) and vertex preserved (black bars) features. Accuracy did not differ between equally degraded words and objects, and was
better for the vertex preserved than for the midsegment preserved version of the highly degraded stimuli, both for words and for objects. (I–J) Performance in the one-back
repetition detection task performed during the main experiment. (I) Percentage of correct responses did not differ between words and objects, and was somewhat lower for
meaningless control stimuli. Response times did not differ across all stimuli.
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words and objects they just saw. No fMRI images were acquired
during this task. The procedure was similar to the one described
previously (Szwed et al., 2009). Stimuli were presented for 200 ms,
and subjects were instructed to name them as quickly as possible
while minimizing errors. This allowed us to assess the level of
recognition of each type of stimuli, and to correlate the BOLD signal
with the subjects' behavior. Then, subjects underwent a short
functional localizer scan which allowed us to define the object
recognition system (intact objects vs. objects scrambledwith a 20×20
pixel grid) and the VWF system (intact words vs. checkerboards),
independently of the main experiment. Finally, the subject's retino-
topic visual areas were mapped using the meridians method (Claeys
et al., 2004).

Stimuli for the main fMRI experiment

Stimuli were derived from printed words and line drawings of
objects. The original words and drawings were degraded by removal of
line fragments (Figs. 1D–F; Supplementary Fig. S1 contains further
examples of object stimuli). Two modes of degradation were used,
depending on the type of visual features which were preserved: in the
‘vertex preserved’ variant, the line junctions were preserved, while in
the ‘midsegment preserved’ variant they were suppressed (Figs. 1D–F).

The selection of objects and words and the definition of vertices
and line midsegments are described in detail elsewhere (Szwed et al.,
2009). Briefly, word stimuli (n=48) consisted of 6–8 letter French
nouns with a frequency higher than one per million (median=8.7).
We chose a line width and font size allowing us to match satisfactorily
luminance and contour length across words and objects. Line-
drawings of objects (n=72), including images from the Snodgrass
and Vanderwart set (1980), were simplified from their original
versions by removing textures and redundant details to better match
them to words; line width was also adjusted when necessary. We
checked that the resulting images were still recognized at near 100%
by running a pilot naming task.

We defined vertices and linemidsegments following the principles
used by Biederman (1987) and Changizi et al. (2006). Vertices were
defined as any junction of 2 or more lines. The transitions of straight
lines into curves such as in the letter “J” were also treated as vertices.
We definedmidsegments as line fragments at least 4 pixels away from
any vertices. In the curvy parts of some letters, when distinct vertex
and midsegment deletions could not be defined (e.g. anywhere in the
letter “S”), identical deletions were made in the vertex preserved and
midsegments versions.

Word and object sets were matched in average number of vertices
(5% difference in mean vertex count between words and objects), in
luminance, and in total contour length. Naturally, objects and words
differed in their overall shape, which was rectangular for words and
more variable for objects. Moreover, because words consisted of
separate letters and thus were more fragmented to begin with, their
component fragments were on average somewhat more numerous
and shorter than in objects. To control for these differences, for both
words and objects, we devised scrambled control stimuli (Figs. 1D,F).
They were made by randomly scrambling the fragments while
keeping constant the horizontal and vertical dimensions of the
image (custom-written Matlab code). The amount of collinearity
and grouping among fragments was necessarily reduced in scrambled
relative to original stimuli (see Discussion), but an additional control
condition, “gestalts”, controlled for this factor (see next paragraph).
We checked that scrambled objects were impossible to recognize after
scrambling by running a pilot naming task.

For words, additional conditions were used (Fig. 1D). As opposed
to objects, in which 55% of the contour was always preserved, words
were shown with either 55% (top) or 35% (bottom) of their original
contour. We used these two levels of degradation following Szwed et
al. (2009) who found that for the 35% words, subjects were better at
Please cite this article as: Szwed, M., et al., Specialization for writt
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recognizing words in the vertex preserved form than in the
midsegment preserved form, while for the 55% words the recognition
levels did not differ. For words, we also devised an additional control
condition: ‘Gestalt’ stimuli were made by re-arranging the individual
fragments of letters into pseudo-objects, equal in number to the
original number of letters, (Fig. 1D). Just like words, which consisted
of 6, 7 or 8 letters, the gestalts had a distinct grouping into 6, 7 or
8 elements. The gestalts therefore preserved an equivalent amount of
collinearity and gestalt grouping as in the letters in the original word
stimuli. Their low level visual features were as close as possible to
words, while at the same time, through arranging them in two rows of
horizontally oriented objects, they differed visually from the false
fonts used in other studies (e.g. Vinckier et al., 2007; Levy et al., 2008).

The reordering of letter fragments into pseudo-objects was done in
CorelDraw and Adobe Photoshop. For 5 letters of the alphabet, small
adjustments of straight line length (i.e. lengthening one line by an
amount of X pixels, and shortening another one by the same amount)
were necessary to achieve good completeness of the resulting pseudo-
objects. Measurement tools included in Adobe Photoshop were then
used to assess the total line length after filling in the deleted parts of
the contours (i.e. the length of physically present contour+the length
that can be interpolated on the basis of collinearity). The total line
length for gestalts was very similar to the one for letters (average 115
and 116 pixels per pseudoobject/letter, respectively; median differ-
ence of line length between corresponding pairs=5%). However, in
order to maintain good separation between individual pseudo-objects
inside the gestalts, it was necessary to space them by a greater amount
than the typical spacing of letters in words. This manipulation
increased the mean height of the entire Gestalt stimuli by 30% relative
to words and scrambled words (mean total width was kept identical).

To verify that perceptual grouping operated similarly in gestalts
and in words, we ran a pilot behavioral experiment in which subjects
saw words, letter strings and gestalts for 200 ms and were asked to
report the number of elements/letters (which could be 6, 7 or 8).
Subjects were very accurate at reporting the number of letters and the
number of pseudo-objects (mean % correct 92%, 90% and 89% for
words, strings and gestalts, respectively, difference n.s. p=0.65).
Thus, we can conclude that the individual elements in gestalts had the
same perceptual grouping as letters in words.

In summary, our study included two complementary controls for
words: Gestalts were matched to words in collinearity and grouping,
but differed slightly in height, while scrambled words were matched
to words in height andwidth, but exhibited less internal structure and
collinearity. We reasoned that any effect common to wordsNgestalts
and wordsNscrambled would not attributable to any of the above-
mentioned factors, and would likely reflect a partial cortical
specialization for alphabetic stimuli.

Overall, a total of 6×2=12 types of stimuli were used: objects,
scrambled objects, words, scrambled words, gestalts, and words with
35% contour, each of those stimuli in both the “Vertex preserved” and
the “Midsegment preserved” variants. Stimulus variants were
counter-balanced between subjects. Each subject saw any given
word in only one out of its four variants, and the object in one of its
two possible ‘meaningful’ versions (e.g., a subject who saw the car in
midsegment preserved-55% variant, would not see it in a vertex
preserved-55% variant).

Structure of the main fMRI experiment

The experiment was composed of a series of short blocks, each
containing stimuli of one of the 12 possible types, in order to yield
maximal activation in the occipitotemporal cortex while minimizing
top-down effects (Vinckier et al., 2007) (Fig. 1B). In each block, 12
stimuli were displayed at a fast rhythm: 200 ms presentation duration
with 200-ms blank ISI (4.6 s total block duration; Fig. 1C). Each block
contained the same 12 stimuli, presented in random order. Blocks
en words over objects in the visual cortex, NeuroImage (2011),
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were randomly separated by 2.4, 3.6 or 4.8 s blanks. There were
8 blocks for each type of stimuli in each of the two scanning sessions.
The control blocks used scrambled stimuli derived from the same
words and objects as shown in the non-scrambled blocks. Subjects
performed a one-back repetition detection task; in half the blocks, one
stimulus was repeated twice in a row. Subjects were instructed to
respond by pressing a button with their right hand.

Functional localizer

The functional localizer used to map object-related and reading-
related activations independently from themain experiment included
4 types of stimuli: intact objects and intact words (the same stimuli as
in the main experiment, without line fragment removal), scrambled
objects (scrambled on the basis of a 20×20 grid, while keeping the
horizontal and the vertical dimensions constant), and alternating
checkerboards (a commonly used control condition for words, see for
example ref. Cohen et al., 2002). The same trial structure and block
design were used as in the main experiment. The localizer scan lasted
6 min. Each stimulus block was repeated 12 times.

Mapping of retinotopic areas

Retinotopic visual areas weremapped using themeridians method
(Claeys et al., 2004). Stimuli consisted of flashing checkerboard
wedges covering either the lower vertical meridian, the upper vertical
meridian, or both horizontal meridians, as well as flashing checker-
board rings covering either central (2 degrees) or peripheral (beyond
5 degrees) regions of the visual field. The borders of the retinotopic
areas (e.g. between V1 and V2) were localized along the line of
highest response to the meridian wedge stimulus. The ROIs were
defined, in each individual subject, as 50 most significant voxels
responding to the central ring stimulus in areas V1/V2 and V3v/V4.

Stimulation and acquisition parameters

Stimuli were presented using the E-prime software (PST, Pittsburgh,
PA) in the center of the visual field. Objects subtended a visual angle of
up to 3.9×4.6°. Words subtended a more elongated field of 0.8×5°.
Imageswere acquiredona3-TeslaMRI scanner (SiemensTrio TIM)with
a 12-channel head coil and a gradient-echo planar high resolution
imaging sequence sensitive to brain oxygen-level dependant (BOLD)
contrast (32 contiguous axial slices, 1.8 mm thickness, TR=3000 ms;
angle=84°, TE=30 ms, in-plane resolution=1.5×1.5 mm, ma-
trix=128 128, no iPAT acceleration; 6 cm slab covering the ventral
and middle parts of the brain, including, notably, ventral parts of the
intra-parietal sulcus, the middle and superior temporal gyri and the
inferior frontal gyrus). High resolution fMRI (1.5×1.5×1.8 mm voxels)
was used to optimize detection of small cortical patches which could be
selectively responsive to words. The main experiment was divided into
2 equivalent acquisition sessions, each comprising 8 repetitions of each
type of block. T1-weighted images were also acquired for anatomical
localization.

Subjects

16 right-handed, native French speakers, 18 to 32 year-old (6 men)
gave written informed consent to participate in the present fMRI study.
They had no history of neurological or psychiatric disease. Their vision
was normal or corrected to normal. The project was approved by the
regional ethical committee.

Analysis

Individual imaging data processing was performed with SPM5
software and included corrections for EPI distortion, slice acquisition
Please cite this article as: Szwed, M., et al., Specialization for writt
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time, and motion; normalization to the MNI anatomical template;
Gaussian smoothing (3 mm FWHM); fitting with a linear combina-
tion of functions derived by convolving a standard hemodynamic
response function with the time series of the stimulus categories.
Individual contrast images were computed for each stimulus type
minus baseline, then smoothed (3 mm FWHM), and eventually
entered in an ANOVA for random effect group analysis. Functional
maps were created using the xjview toolbox (http://people.hnl.bcm.
tmc.edu/cuixu/xjView/). Flattened maps were created using Caret
(http://brainmap.wustl.edu/caret) and the PALS atlas (Van Essen,
2005).

We used a voxel-wise threshold of Pb0.001, with a threshold for
cluster extent of Pb0.05 corrected formultiple comparisons across the
whole brain, unless stated otherwise. Activation values reported in
ROI plots are in arbitrary units proportional to BOLD activation
percentage (beta). For the ROI analyses, we sampled the activity
within a 3×3×3 voxel cube (4.5 mm×4.5 mm×5.4 mm).

For the analysis depicted in Fig. 4, the location of individual ROIs
was optimized to take full advantage of the high-resolution fMRI data.
We first defined a cylindrical region with 10 mm diameter running
along the anteroposterior axis of the ventral occipitotemporal cortex,
centered on the peaks from the group analysis of the functional
localizer. We then divided this cylindrical region into slices centered
on each peak. For example, for the two neighboring average peaks
located at y=−60 and y=−51, the boundary lies at y=−55.5.
Within these slices we selected, for each subject individually, an ROI
centered on the voxel that showed maximum activation in the
functional localizer scan for that particular subject.

For the analysis of activation asymmetry (Supplementary Fig. S4),
individual normalized anatomical images were flipped; and then
normalized back to the original anatomy; the corresponding normal-
ization matrices were applied to the flipped contrast images, allowing
for an accurate match of the left and right hemispheres; flipped
contrast images were then subtracted from the original contrast
images. The resulting difference images were smoothed (3 mm
FWHM), and were entered in the same ANOVA as before, allowing
us to test the interaction of any given contrast with the left/right
hemisphere factor.

Negative activation values are commonly observed in fMRI and
might introduce strong bias into selectivity analyses (Simmons et al.,
2007). Thus, for our selectivity analysis (Fig. 4C) we corrected the
activation results following the procedure described by Simmons et al.,
(2007). We identified all ROIs in which the response to words or
objects categorywas less than 0 and added, to the responses to each of
the categories and their controls whatever value was necessary to
make the smallest response across the categories equal to 0. As an
additional precaution, we also rejected regions that even after
correction had very low activations for both stimuli (both βb0.2). In
each of the analyses, fewer than 3% of data points were rejected for
such reason.

Results

One-back detection task

During the main scanning session, subjects performed a simple
one-back repetition detection task. On the whole subjects were less
accurate with the meaningless scrambled control stimuli (69% hits)
than with the word and picture targets (84% hits) (Fig. 1I; pb0.001).
Hit rate did not differ between words and objects, between vertex
preserved and midsegment preserved stimuli, and between 35% and
55% word variants. There was also no difference in the rate of false
alarms between words and objects (5% and 4%, respectively, p=0.2).
Reaction times in the one back task were on average 567 ms, and did
not differ significantly between words and objects, between vertex
preserved and midsegment preserved variants, between 35% and 55%
en words over objects in the visual cortex, NeuroImage (2011),
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word variants, between meaningless scrambled control stimuli and
meaningful objects and words. We conclude there was no difference
in task set across critical experimental conditions.

Overt naming task

Immediately after themain fMRI experiment, subjects performed a
naming task in the scanner with the same stimuli. Figs. 1G–H show
the effect of stimulus category, degradation level and of feature type
(vertex preserved vs. midsegment preserved) on naming perfor-
mance. In agreement with (Szwed et al., 2009), naming accuracy did
not differ between equally degraded words and objects (55% words
vs. 55% objects, p=0.26). Subjects were better at naming the vertex
preserved version than the midsegment preserved version of the
highly degraded stimuli (35% variant) both for words (p=0.002) and
for objects (pb0.001). Thus, our behavioral results support the
hypothesis that line junctions play a particular role in both object
recognition and reading. Note that, because subjects were naming
objects that they had already seen in the main fMRI experiment, their
performance may have contained some degree of priming. However,
the behavioral results obtained are very consistent with those of
Szwed et al., (2009), who used the same stimuli with subjects who
saw them for the first time. This argues against a significant effect of
priming on our conclusions. In the same study, Szwed et al., (2009)
also reported that mean response times in the naming task were
716 ms for 55% words and 923 ms for 55% objects.

Imaging results: Brain areas for reading and object recognition

We first describe the basic set of regions activated by words and
objects relative to their scrambled controls in the main experiment
(Figs. 2A–D). Unless stated otherwise, only the 55% variant of word
stimuli, which had equal amount of remaining contour as the objects,
was included in the analyses.

A listing of areas activated by the main conditions is provided in
Table 1.Words activated strongly left-predominant areas (Fig. 2A). This
includeda left occipitotemporal cluster extending fromearly retinotopic
areas V1 and V2 (MNI −10 −96 0, Z=4.60, left hemisphere; MNI 15
−92−3, Z=4.50, right hemisphere) to the anterior part of the fusiform
gyrus (between MNI y=−25), through areas V3V/V4 and the mid-
fusiform cortex of the Visual Word Form Area (MNI coordinates: −45
−41 −18; ZN8). Other activated areas included the right fusiform
region (MNI 41−41−25, Z=5.55), the left superior temporal sulcus/
gyrus, and themiddle temporal gyrus (STS/STG/MTG;MNI−56−51 5,
ZN8) and the inferior frontal gyrus (MNI −47 23 11, Z=4.56).
Including hemisphere as a factor in the SPM ANOVA revealed that this
increase of activation for words over controls was left-lateralized in the
Visual Word Form Area (MNI −48 −53 −18; ZN8) and backward to
V3V/V4 (MNI−33−80−11, Z=4.66, pb0.001; Fig. 2A, arrowand Fig.
S4), while it was symmetrical in V1/V2. In all those occipital areas, each
of the 16 subjects had higher activations for words than for scrambled
words. The differences in responses to the 55% and the 35% variants of
words were small and restricted to area V1/V2 (see Supplementary
result R1).

Besides scrambled words, our study included a second control
condition, the gestalts, which were made by re-arranging individual
letters into pseudo-objects that had the same amount of contour,
collinearity and grouping as in the original words. As shown in
Supplementary Fig. S2A, we indeed observed stronger activations for
gestalts than for scrambled controls all across the ventral visual
system starting approximately from around y=−75, suggestive of an
effect of grouping (Altmann et al., 2003; Kourtzi et al., 2003;
Dumoulin and Hess, 2006; Ostwald et al., 2008). However, we found
that the responses to words in the left hemisphere visual systemwere
substantially stronger than responses to gestalts (Supplementary Fig.
S2B). In fact, activations to words relative to gestalts revealed peaks in
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the VWFA (MNI −45 −41 −18, ZN8) and the occipital areas (MNI
−18 −96 −11, Z=7.25) at virtually the same coordinates as the
words–scrambled words contrast. The similarity of the activations to
words relative to the two control conditions was confirmed when the
same pattern of activation was observed again after masking the
words–scrambled controls contrast with the words–gestalts contrast
(Supplementary Fig. S2C).

Finally, objects activated a more extensive bilateral set of regions
(Fig. 2C), described previously as the ‘object system’ (Grill-Spector
and Malach, 2004). It stretched from the Lateral Occipital (LO)
region/inferior temporal sulcus (right: MNI 46 −69 12, Z=6.01;
left: MNI −40 −64 9, Z=5.85) downwards to the fusiform gyrus
(right: MNI 38−42 −23, ZN8; left: MNI −39, −51, −20 ZN8) and
to more anterior parts of the inferior temporal lobe (around MNI
y=−10). Other areas activated included the parahippocampal
gyrus (right: MNI 20 −38 4, Z=4.99; left: −17 −36 4, Z=5.15),
and the right cuneus (MNI 15−84 14, Z=4.25).The pattern of areas
activated by intact words and objects during the localizer experi-
ment was very similar (Figs. S3A and B).

Selective word-related activation

We then looked for preferential activations to words relative to
objects. Because our study contained control stimuli thatused exactly the
same low-level components as words and objects, we were able to
contrast the responses to words and objects with their respective
controls subtracted(i.e. [words–scrambledwords]−[objects–scrambled
objects]), thus removing the effects of low-level differences between
categories (Figs. 2E–F). This comparison revealed a cluster in the VWFA,
peaking at MNI−47−41−18 (Z=6.87) and extending posteriorly to
MNI y=−60. Other activations included bilateral occipital areas (right:
MNI 30−96−4, Z=6.6; left: MNI−28−95−4, Z=7.8) and the left
STS/STG/MTG (MNI −68 −33 5, Z=5.69). Figs. S3C,E show the direct
comparisons between words and objects, made without subtracting the
controls, andthecorrespondingcontrasts for the localizerexperiment.All
those analyses showed essentially the same results, particularly the
existence of a cluster in the VWFA activated more for words than for
objects. These activations could also be seen in individual subjects' maps
(Fig. 2F; subject AC: MNI −51 −53 −18, 144 voxels, ZN8; subject JL:
MNI:−47−45−22, 249 voxels, ZN8). A comparison of panels B, D, and
Fof Fig. 2 shows that in those subjects some,butnot all, of theareashighly
activated by words were activated more for words than objects.

Further analyses of the expertise for alphabetic stimuli in early visual
cortex

We then explored in more detail the bilateral occipital regions
more responsive to words than to objects (Figs. 2A,C,E arrows). These
activations, also visible in individual subjects (Fig. 2F, left panels)were
of particular interest as theymay reveal a ‘tuning’ of early visual cortex
for the particular shapes used in reading (Nazir, 2000; Nazir et al.,
2004; Nazir and Huckauf, 2006). To explore this issue, we examined
regions of interest (ROI) located in areas V1/V2 and V3V/V4 (Fig. 3)
defined on the basis of the retinotopic localizer (see Methods).

Consistent with previous reports (see for example Grill-Spector
and Malach, 2004, Fig. 11A), the early retinotopic visual areas were
either equally or more activated by scrambled objects than by intact
objects (Fig. 3, blue bars; V1/V2: both pb0.006; V3V/V4 p=0.3 left
and p=0.03 right hemisphere). Remarkably, for words we observed
the reverse pattern: words caused more activation than scrambled
words (Fig. 3, orange bars, left V1/V2 p=0.005, right V1/V2
p=0.052; left V3V/V4 p=0.001; right V3V/V4 p=0.01). The
difference in activation profile between words and objects, as
measured by the subtraction of words–scrambled words minus
objects–scrambled objects, was significantly left-predominant in
both V1/V2 and V3V/V4 (both interactionswith hemisphere: pb0.01).
en words over objects in the visual cortex, NeuroImage (2011),
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Fig. 2. Brain regions responsive to words or to objects. Activations induced by words minus scrambled words (top row), by objects minus scrambled objects (middle row), and by
words vs. objects with their respective scrambled controls subtracted (bottom row; hot: words minus objects; cold: objects minus words), in the group of 16 subjects (left column)
and in two illustrative subjects (right column). Words induced stronger activations than objects in the left fusiform Visual Word Form region, as well in bilateral occipital areas
(arrows). Group results are overlaid on the groups' average normalized T1 anatomy, and individual results are overlaid on individual T1 anatomies. Thresholds: pb0.001 voxel-wise,
and pb0.05 cluster-wise corrected for multiple comparisons across the whole brain.
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One could argue that this striking difference in activation pattern
between words and objects was a consequence of some low-level
geometrical properties specific to words as compared to objects (e.g.
Please cite this article as: Szwed, M., et al., Specialization for writt
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shape of stimulus envelope or distribution of spatial frequencies). If
this were the case, the word-derived ‘gestalts’, which share most low-
level features with words, should yield activations similar to words,
en words over objects in the visual cortex, NeuroImage (2011),
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Table 1
A listing of areas activated by the main conditions.

Contrast Region Hemisphere Z score at pb0.001 MNI coordinates

Words–scrambled words Fusiform gyrus, BA37 L N8 −45 −41 −18
R 5.5 41 −41 −25

Middle and superior temporal gyri, BA21/22 L N8 −56 −51 5
R 4.9 66 −42 7

Inferior occipital gyrus, BA17/18 L 5.68 −27 −88 −4
L 4.6 −10 −96 0
R 4.5 15 −92 3

Precentral gyrus, BA4 L 3.9 −63 −10 32
Inferior frontal gyrus, BA45 L 3.8 −47 23 11

Objects–scrambled objects Fusiform gyrus, BA37 L N8 −39 −51 −20
R N8 38 −42 −23

Inferior temporal sulcus, BA39 L 6.01 −40 −64 9
R 5.85 46 −69 12

Parahippocampal gyrus, BA30 L 5.15 −17 −36 4
R 4.99 20 −38 4

Cuneus, BA18 R 4.25 15 −84 14
(Words–scrambled words)−
(objects–scrambled objects)

Fusiform gyrus, BA37 L 6.87 −47 −41 −18
Inferior occipital gyrus BA17/18 L 7.8 −28 −95 −4

R 6.6 30 −96 −4
Middle and superior temporal gyri, BA21/22 L 5.69 −68 −33 5
Precentral gyrus, BA4 L 4.3 −60 −12 32
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i.e. higher activations than for scrambled words. However, word-
derived ‘gestalts’ (Fig. 3, green bars) behaved just like regular objects
(i.e. equal or smaller activations relative to scrambled controls), and
Fig. 3. Sensitivity to words in early visual occipital cortex. Plot of activations by words
(orange, solid), scrambled words (orange, outline), objects (blue, solid) and scrambled
objects (blue, outline) in early occipital regions of interest. Heightened activity relative
to scrambled controls is seen for words only. Gestalt stimuli, which share grouping and
low-level features with words, nevertheless show a profile similar to pictures. This
activation pattern may be a consequence of perceptual learning driven by the pressure
for fast, high spatial frequency, parallel processing of words. Error bars represent the
SEM across subjects after subtraction of the individual subjects' mean. ***) pb0.001; **)
pb0.01; *) pb0.05; m.s. — marginally significant, p=0.052; n.s. — not significant,
pN0.1.
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they again differed from words. This demonstrates that heightened
responses to letters in early visual cortex are not due to low-level
visual properties of words and their controls.

It may be argued that, although subjects performed the same task
in word and object blocks, the early visual differences could be due to
a greater attention paid to words, driven by top-down signals from
the frontoparietal attentional network. Note however that behav-
ioral performance was identical for words and for objects during the
fMRI acquisition task (Fig. 1H). The same was true for the additional
naming task performed in the scanner after the fMRI acquisition
(Figs. 1G–H). Those results do not support the hypothesis of a
differential deployment of attention to word and object blocks.
Furthermore, we also tested directly whether words were associated
with greater activation than objects in the frontoparietal network
driving attentional control. No such difference was found, even at
very low statistical thresholds (Fig. S5, pb0.05 voxel-wise uncor-
rected). Note that in the literature, whenever attentional amplifica-
tion effects are present, they are typically much larger in
frontoparietal regions than in visual areas which are the targets of
such influence (Kastner et al., 1999). It is therefore unlikely that the
early visual activations for words observed here are due to top-down
attentional amplification from the dorsal attentional network.
However, this does not rule out the possibility that early occipital
activations towords are due to feedback from other areas, such as the
VWFA, or the possibility that both early occipital and VWFA
responses are due to feedback from high-level phonological/lexical
areas (see Discussion).
Individual ROI analysis of word- and object-related activations

We then studied the functional properties of the bilateral ventral
pathway in greater detail, using ROIs sampling thewhole length of the
ventral visual pathway. ROIs were defined in two steps. We first
selected 6 major peak voxels located along the ventral stream based
on the group level words minus checkerboards contrast in the
functional localizer (Fig. S3A). Those peaks ranged fromMNI y=−86
to y=−40 and are shown in Fig. 4 (center). The location of ROIs was
optimized on an individual basis. Around the above mentioned peaks
we defined, for each subject individually, an ROI centered on the voxel
that showed maximum activation in the same contrasts for this
particular subject (see Methods). This allowed us to take full
advantage of the high-resolution fMRI data.
en words over objects in the visual cortex, NeuroImage (2011),
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Fig. 4. Activation of occipito-temporal ROIs by words, objects, and control stimuli. (A–B) Activations along the ventral reading network, in 3×3×3 voxel regions of interest
determined on the basis of the individual subjects' functional localizer. The average peaks around which we searched for individual peak activations are shown in the top center
render (red dots). ROIs are arranged from themost posterior (bottom) to themost anterior one (top). In the left hemisphere (A), areasmore active for words than objects were found
atmost levels of the reading system. Error bars represent the SEM across subjects after subtraction of the individual subjects' mean. (C)We calculated an index of response selectivity
defined as the difference between the response to words (respectively objects) and their corresponding controls, normalized for response strength. The selectivity of the response to
words increased steadily from posterior to anterior regions in the left but not the right ventral occipitotemporal cortex. We repeated our selectivity analysis for ROIs in the object-
activated network (inset in panel C, ROI location shown in Fig. S6), and did not find patches of cortex with selectivity for objects comparable to that seen for words.
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An ANOVA on the left-hemisphere ROIs (Fig. 4A) revealed higher
activation relative to baseline for words than for objects in all ROIs
(all pb0.05) except for the ROI at MNI y=−51 (p=0.39). A
difference was also observed using the better-controlled contrast for
[words–scrambled words]− [objects–scrambled objects] (all
p≤0.017, except for MNI y=−51, p=0.1). It should be noted that
this difference was always relative, and voxels showing maximum
activation for words were also significantly activated by objects.
Activation patterns were markedly different across hemispheres in
all ROIs (Fig. 4B): Contrary to the left hemisphere, right-hemispheric
Please cite this article as: Szwed, M., et al., Specialization for writt
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responses relative to baseline were either stronger to objects than to
words (MNI y=−75 to y=−45, all p≤0.008) or comparable with
both types of stimuli (y=−87 and =−39, pN0.31).

We then plotted an index of response selectivity for words or
objects over their respective controls, normalized for overall activa-
tion strength (Fig. 4C, see Methods for details) and corrected for
baseline activity (Simmons et al., 2007). As the normalizing factor is
the sum activation for words and objects, the selectivity index can be
directly compared across the two stimulus classes. The selectivity
index of the response to words increased steadily from the back to the
en words over objects in the visual cortex, NeuroImage (2011),
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front of the left VOT (pb0.001 for the comparison across the 5 anterior
ROI's). In contrast, in the right hemisphere the selectivity index was
roughly constant across ROIs (p=0.39 for the comparison across the
5 anterior ROI's; significant interaction between ROI and hemispheres,
pb0.001). For objects, the pattern was identical in both hemispheres.

ROIs described so far were selected on the basis of their response
to words. We also defined a second set of ROIs, this time looking for
areas activated by objects, on the basis of the objects–controls
contrast in the localizer (see Supplemental result R2). The selectivity
plots for those ROIs are shown in the inset within Fig. 4C. Briefly, we
could not find patches of cortex with selectivity for objects
comparable to the selectivity we found for words.
Fig. 5. Brain regions sensitive to line junctions (vertices). Outline of left occipitotem-
poral group activations, overlaid on the inflated cortical sheet: activations by objects
minus scrambled objects (blue); by vertex preserved variants minus midsegment
preserved variants of objects (green); and by words minus scrambled words (red).
There was a large overlap of the word-responsive regions with the vertex sensitive
sector of the object system, suggesting that recognition mechanisms that rely on vertex
invariants are mostly located in the parts of the object recognition system that are
involved in reading. The peak of the preference for vertex preserved variants of words
over midsegment preserved variants is marked by a star. The average boundaries of
areas V2, V3, V3v, and V4 are marked as white lines. LO: lateral occipital cortex; OT:
occipito-temporal sulcus; pFs: posterior fusiform gyrus; CoS: colateral sulcus; A:
anterior; P: posterior. Contrasts of words and objects minus controls were thresholded
at pb0.001 voxel-wise, and pb0.05 cluster-wise corrected for multiple comparisons
across the whole brain; the contrast of vertex preserved minus midsegment preserved
variants was thresholded at pb0.01 voxel-wise, pb0.05 cluster-wise corrected for
multiple comparisons across the whole brain. Supplementary Fig. S6 contains a
corresponding ROI analysis.
Role of vertex invariants in reading

When subjects see partially deleted objects and printed words, in
which either vertices or line midsegments are preserved (Figs. 1D–F),
they make fewer errors and are faster to respond to the vertex
preserved version (Biederman, 1987; Szwed et al., 2009 and Figs. 1G–
H). Using stimuli developed by Szwed et al., (2009) we were able to
probe the neural mechanisms of this classical effect. We examined
whether part of the visual cortex preferentially responds to vertices
than to line midsegments and, if so, whether this preference could be
related to the reproducible cortical localization of the VWFA.

First, we investigated the effect of feature type (vertices vs.
midsegments) in objects. We searched for brain regions that would
follow the subjects' behavior (better recognition for objects with
vertex preserved than with midsegment preserved) and would
therefore respond more to the vertex-preserved than to the midseg-
ment-preserved variants of objects. We found such a profile only in
the bilateral fusiform regions (Fig. 5; left: MNI −26 −68 −4,
Z=4.34; right: MNI 35−71−4, Z=4.26). No regions were found for
the opposite contrast (midsegment preserved minus vertex pre-
served). Thus the preference for vertices over midsegments (Fig. 5;
green outline) was confined to a subpart of the object recognition
system corresponding to the fusiform gyrus (Fig. 5; blue outline).
Notably, the effect of feature type was absent from the object-
responsive lateral occipital (LO) cortex, even at very low thresholds
(pb0.05 voxelwise).

We then studied the overlap of this feature-sensitive region with
word-responsive regions as defined by the words–scrambled words
contrast of the main experiment (Fig. 5; red outline). In the mid part
of the occipitotemporal cortex along the anteroposterior axis, there
was a large overlap of the word-responsive regions with the vertex-
sensitive sector of the object system: on the flattened cortex, 65% of
vertex sensitive pixels also belonged to the reading system. This
suggests that recognition mechanisms that rely on vertex invariants
are mostly located in the parts of the object recognition system that
are involved in reading (see Discussion).

We then examined the effect of feature type in words, including
both the 55% and the 35% variants of words (the latter showed a
behavioral advantage for the vertex preserved variant, see Fig. 1). The
contrast of vertex preserved minus midsegment preserved variants of
words showed activations slightly below the extent threshold within
the Visual Word Form system (MNI −33 −45 −22, Z=3.79, 105
voxels, peak marked by a star in Fig. 5, area completely overlapping
with the vertex-sensitive cortex observedwith objects), and in the left
STS (MNI−56−50 2, Z=3.88, 120 voxels). This finding is consistent
with consistent with greater activation in the context of more efficient
recognition at thewholeword level (Binder et al., 2006; Vinckier et al.,
2007; Levy et al., 2008; Glezer et al., 2009).

In the set of ventral ROIs described in the previous section, the
effect of feature type was in agreement with those SPM analyses
(Supplemental Fig. S6): we found larger activations for vertex
preserved than for midsegment preserved stimuli in left mid-fusiform
Please cite this article as: Szwed, M., et al., Specialization for writt
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ROIs for words and objects, and in symmetrical right-hemispheric
ROIs for objects only.

Finally, we compared vertex preserved vs. midsegment preserved
versions of scrambled objects and scrambled words, and found no
activations, even at low statistical thresholds (p=0.01 voxel-wise).
This last finding indicates that the putative representations sensitive
to the presence of vertices can be observed at a relatively high level of
integration which is not attained by scrambled stimuli.

Discussion

The main findings of this study can be summarized as follows.
First, once stimuli are controlled for low-level visual features, and a
design minimizing top-down influences is used, areas more active for
words than objects can be found at several levels of the ventral visual
system. Second, early visual areas V1/V2 and V3V/V4 show more
activation to words than to scrambled words, but not to objects
relative to scrambled objects. Third, a restricted part of the object
perception system, limited to the fusiform gyrus, is sensitive to the
en words over objects in the visual cortex, NeuroImage (2011),
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presence of viewpoint-invariant line junctions. This preference
partially overlaps with the reading system. While this result might
be a coincidence, it could also indicate a reason behind the highly
reproducible cerebral localization of the Visual Word Form Area. We
now discuss these points in turn.

Cortical specialization for words and for objects and task effects

Our results bear directly on the issue of whether a genuine cortical
specialization for reading exists in the ventral visual system. Several
imaging studies found fusiform areas activated more for words than
objects (Hasson, 2002; Ben-Shachar, 2007; Baker et al., 2007). Other
reports, however, contested this result (Price and Devlin, 2003;
Wright et al., 2008; Kherif et al., 2010), while yet others suggested
that these areas are activated more by written words than by objects
only under certain circumstances (Starrfelt and Gerlach, 2007). The
discrepancies between the above-cited studiesmay stem from the fact
that while some of them matched words and objects in luminance
(Baker et al., 2007), or shape (Ben-Shachar, 2007), in most studies no
attempt was made to match these categories, and the objects always
had more features than the words. In particular, no prior study
controlled for the density, type and number of vertices and line
junctions, which we suggest are essential features shared by words
and line drawings of objects.

In this study we attempted to reduce as much as possible the low-
level visual differences between words and objects, and then to factor
out the remaining category-specific low-level confounds by subtract-
ing the activations evoked by category-specific scrambled controls.
Naturally, the scrambling manipulation itself changes both the
amount of collinear contour a factor which is known to influence
early visual responses (Altmann et al., 2003; Kourtzi et al., 2003;
Dumoulin and Hess, 2006; Ostwald et al., 2008). However, for this
subtractionmethod to be a valid control for comparingword vs. object
activations, it is sufficient that the effect of scrambling be comparable
for words and objects.

An important low-level visual difference between words and
objects is that letters in words form separate entities, while objects
appear as one global shape.While our object andword stimuli had the
same amount of contour length, they differed in this parameter of
internal grouping. Is it therefore possible that the partially specialized
responses that we observed for words are not due to expertise for
letter shapes per se, but to this particular grouping factor? Several
observations argue against this possibility. First, our study included
“gestalt” stimuli which had the same type of grouping by proximity
and collinearity into separate distinct parts as words (Fig. 1D). Yet the
responses to gestalts were substantially lower than responses to
words, both in occipital and in fusiform areas (Supplementary Fig. S2;
Fig. 3). Indeed, both the occipital and the fusiform regions showed
very similar increases in response to words relative to the scrambled
and to the gestalt control stimuli (Supplementary Fig. S2). Second, the
fMRI responses to grouping by proximity are known to bewidespread,
particular intense in the lateral occipital cortex (LO), and, most
importantly, identical in both hemispheres (Altmann et al., 2003;
Ostwald et al., 2008). Yet, the responses to words that we observed
were left-lateralized already at the level of V1/V2, and focused on the
left lateral occipito-temporal sulcus, the classical location of the
VWFA, rather than the LO. Thus, at this level at least, the responses to
words we observed cannot be explained by the particular type of
grouping into letters that is specific to words.

Completely equating all visual attributes is hardly possible
considering the intrinsically different structure of words and common
objects. Thus is still possible that the stronger responses to words than
to objects might be due to some remaining differences between these
stimuli and their respective controls, not eliminated by the present
design. In the final analysis, conclusive evidence for reading expertise
in early visual areas can be obtained only through using identical
Please cite this article as: Szwed, M., et al., Specialization for writt
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stimuli while varying the expertise of the participants. Our team
recently conducted such a study, by comparing fMRI activations to a
variety of visual stimuli in literate vs. illiterate adults (Dehaene et al.,
2010). In broad agreement with the present results, the acquisition of
literacy led to increased activations to letter strings, first and foremost
at the VWFA site, while the activations to other categories of stimuli
was unchanged or even decreased. The end result was, therefore, a
significantly increased difference between letter strings and other
categories at the VWFA in literates compared to illiterates, congruent
with the present findings. Furthermore, as in the present study, a
positive effect of literacy was also found at the level of the occipital
cortex (peak at MNI: −12, −88, 2, consistent with the occipital peak
at MNI:−10−96 0 reported in the present study, see Table 1). Given
these convergent findings, and because we also believe that in the
present study low-level differences between words and objects were
reasonably controlled for, we conclude that the stronger activations
we found for words than objects most likely reflect partial
specialization for reading at multiple levels in the visual cortex.

This conclusion does not exclude the possibility that these stronger
activations for words than objects require top-down interactions with
lexical/phonological areas, or that they are partially dependent on the
task (see Table 2 in Cohen et al., 2004a,b; Starrfelt and Gerlach, 2007).
In an experiment using an overt naming task with masked priming,
Kherif et al. (2010) found that top-down influences generated by
naming objects aloud influence activations to words, and vice-versa.
Thus, even if words and objects stimuli activate different neuronal
populations in the bottom-up processing phase, feedback responses
that converge on both these neuronal populations from higher level
areas can “mask” differences in activations to these two classes of
stimuli. Our study, was designed so that the subjects did not have to
name the objects aloud. We also used a rapid presentation mode
which minimized top-down influences. This might have made it
easier to reveal neuronal activations partially specialized for written
words.

How selective are the voxels responsive to words?

Our results show that selectivity of fMRI responses was never
absolute. Clusters maximally activated by words still showed
significant responses to object stimuli (Fig. 4; see also similar result
by Baker et al. (2007)). This finding is congruent with several
neuroimaging studies (e.g. Ishai et al., 2000; Haxby et al., 2001). Note
however, that Allison et al., (1999) using subdural electrodes,
observed left occipitotemporal P150 or N200 waves that were
occasionally exclusive for letter strings as compared to a variety of
objects. Single-neuron studies will be needed to unequivocally
determine whether there could be an absolute selectivity for words
at a microscopic columnar or single-neuron level, presumably beyond
the current resolution of fMRI (Dehaene and Cohen, 2007).

At the macroscopic resolution accessible to our fMRI method
(1.5 mm voxels), our results (Fig. 4) suggest that cortical patches that
respond maximally to letters and words still participate in the
encoding of other stimulus classes. Congruent with this finding, a
recent single-unit electrophysiological study of large numbers of
neurons from monkey inferotemporal (IT) cortex, the homologue of
human fusiform area, found a distributed representation of object
identity, with weaker responses to non-preferred stimuli contributing
significantly to encoding (Kiani et al., 2007). We propose therefore
that when neurons develop expertise for letter shapes in the process
of learning to read, they may still continue to participate in encoding
of objects. Whether and to what extent the process of learning to read
reduces or displaces object-related activations in the left inferotem-
poral area remains to be clarified, particularly by studying reading
acquisition in children and illiterate adults. Some results suggest that
perceptual expertise for one category of object (e.g. cars, written
words) may cause small reductions in the cortical representation of
en words over objects in the visual cortex, NeuroImage (2011),
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other categories (e.g. faces) (Gauthier et al., 2003; Dehaene et al.,
2010). It is likely, however, that neural circuits for reading and for
object recognition remain tightly intermingled even in expert readers,
explaining that fMRI contrasts of words vs. pictures rarely reveal a
strong form of functional specialization for words, unless the stimuli
are very tightly matched.

Early visual effects of perceptual expertise in reading

By using better-controlled subtractions than previous studies, our
research evidenced a greater response to written words than to line
drawing not only in the VWFA, but also at much earlier levels of the
visual system. We found that areas V1/V2 and V3V/V4 show more
activity for words than for scrambled words (Figs. 2 and 3). Objects,
on the other hand, evoke less activation than scrambled objects,
which is consistent with several previous studies and the notion that
object form is encoded in higher areas of the visual system, (e.g. Grill-
Spector and Malach, 2004). Following Nazir (Nazir, 2000; Nazir et al.,
2004; Nazir and Huckauf, 2006) we suggest that this enhanced
responsivity of occipital cortex to wordsmight be a neuronal correlate
of the rapid and massively parallel processing of letters, and may be
accounted for by perceptual learning mechanisms. Perceptual
learning is a form of implicit learning that involves improvement in
sensory discrimination by repeated exposure to sensory stimuli (Fahle
and Poggio, 2004). It is possible that the early visual activations we
observe may be a consequence of perceptual learning driven by the
unique pressure for fast, high spatial frequency, and parallel
processing of words, which placed a particularly strong constraint
on early visual processing especially when reading fine print. Indeed,
studies in nonhuman primates show that perceptual learning can lead
to plastic changes in the visual cortex going as far back as V1 (Schoups
et al., 2001; Li et al., 2008). In humans, following extensive training in
detecting T shapes, Sigman et al. (2005) observed an increased level of
activity in early visual cortex, together with a decrease of activation in
higher visual cortex and the dorsal attention network. Arguably, this
letter-detection experiment constitutes an analog of the perceptual
training provided by reading experience, and further strengthens our
conclusion that reading can lead to specific enhancements to words
compared to scrambled words.

Why would early visual processing be more prominent for reading
than for visual recognition of other categories such as objects? We
believe that objects are much more complex and varied in their
appearance than letters. They are typically seen at various locations
and sizes in the visual field, and they are seen from many viewpoints,
without the kind of intensive training with a small set of shapes that
we experience when reading printed words, and which was found
necessary for retinotopic expertise effects to arise (Sigman et al.,
2005). Moreover, real objects generally do not present themselves
solely as line combinations, but affordmany other clues to recognition
such as texture, color and 3D cues. In contrast, letters are simpler,
come in a very limited set, are usually read at the same retinotopic
location, always appear in the same orientation, and are exclusively
defined on the basis of line patterns. Such factors are known to
facilitate perceptual learning (Fahle and Poggio, 2004). Furthermore,
in the highly educated subjects that we scanned, the necessity for
speeded reading probably places a high emphasis on the optimization
of a fast, highly parallel recognition of letter strings— and this is what
skilled readers actually do, showing no effect of word length when
words are approximately 3–8 letters long (New et al., 2006).

Our findings in occipital regions contrast in part with the studies
by Vinckier et al. (2007) and Levy et al. (2008), which did not find
significant differences between activations to false fonts and words in
the most posterior sectors of occipital cortex, but only starting around
y=−80 (corresponding approximately to area V8). Further research
will be necessarily to determine whether the choice of task (one-back
in the present study, vs. an easy oddball detection task in Vinckier et
Please cite this article as: Szwed, M., et al., Specialization for writt
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al. (2007)) might explain this discrepancy. Note that the results were
obtained with distinct stimuli and are thus not necessarily contradic-
tory. On the contrary, they might simply suggest that the occipital
effect of expertise that we describe here is not limited to alphabetic
stimuli but, at this early visual stage, generalizes to any stimuli that
are visually close enough to letter strings, including the false font
stimuli used by Vinckier et al., (2007).

While the possibility of reading expertise in early visual areas is
attractive, there always remains an alternative interpretation of our
results: the occipital differences we observed could still be due to
some remaining difference between words and their controls which
was not eliminated in the present stimuli, but was better controlled by
using false fonts in the Vinckier et al. (2007) study. Candidates include
features such as combinations of parallel lines, quasi-periodic
recurrence of individual elements, and global alignment of letter
tops and bottoms, which were not preserved with our method of
generating the gestalt stimuli. Given that such factors have not been
studied extensively in other studies, we do not have precise
knowledge of how they can affect the overall responsiveness of
retinotopic areas. Further, such differences are extremely difficult to
eliminate. Ultimately, as already noted, the proof of an effect of
reading expertise in the low-level visual cortex must come from
studies using identical stimuli while varying the expertise of the
participants, for instance by comparing literate vs. illiterate adults
(Carreiras et al., 2009; Dehaene et al., 2010), children at different
stages of reading acquisition, or adults mastering different writing
systems (Bolger et al. 2005; Baker et al., 2007).

Relation to existing results and models of word recognition and interplay
of bottom-up and recurrent mechanisms

We believe that our hypothesis of early visual cortex involvement
in reading can be reconciledwith existingmodels of word recognition.
The initial VWFA hypothesis proposed that the VWFA is responsible
both for the speed of word form encoding, notably due to parallel
letter recognition, and for its invariance for position or font (Cohen et
al., 2002). Later propositions, notably the Local Combination Detector
model, expanded this view by proposing that word recognition occurs
at several levels of the visual system, in a hierarchical manner (for
similar models see alsoWhitney, 2001; Dehaene et al., 2005; Grainger
et al., 2008). Our current findings bring new evidence for this multi-
level view of visual word form recognition by suggesting that the
remarkable efficacy of reading partly originates earlier than the
VWFA, in the occipital cortex. Under this view, areas V1/V2 and V3V/
V4 would be recruited to detect and amplify visual features relevant
for reading, providing highly parallel input to the VWFA, and greatly
accelerating recognition. We argue that this recruitment of early
visual areas is more prominent in reading than other visual cognitive
processes such as object recognition. The VWFA region would then
carry out orthographic analysis of whole word forms (Binder et al.,
2006; Vinckier et al., 2007; Levy et al., 2008; Glezer et al., 2009).

In the present study, we showed that it is unlikely that the
heightened responses to words in early visual areas are due to
differential attentional amplification by the frontoparietal attentional
network, because those regions are not more activated by words than
by objects (Fig. S5). Nevertheless, our findings do not rule out the
possibility that if the enhanced response to words in early visual
regions are really due to expertise for reading, they could arise from
feedback from other areas such as high-level visual areas (e.g. VWFA)
or other downstream areas involved in linguistic and phonological
processing. Indeed, other experiments on perceptual expertise for
complex shapes show that the effects of perceptual learning disappear
under anesthesia despite preserved bottom-up responsiveness (Li et
al., 2008). It is thus possible that, in our case as well, early visual
responses to letters could arise through a combination of bottom-up
mechanisms and recurrent processing in loops with higher visual (e.g.
en words over objects in the visual cortex, NeuroImage (2011),
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Williams et al., 2008) lexical and phonological (Cornelissen et al.,
2009; Wheat et al., 2010) areas, and that they need a particular
behavioral context to emerge (Harel et al., 2010). In the samemanner,
the responses in the VWFAmost likely also result from a combination
of bottom-up processing and recurrent interactions with lexical/
phonological areas. Indeed, Szwed et al., (2009) in a study using the
same stimuli reported that naming times were shorter for words than
objects. This result, together with stronger activations for words than
for objects in lexical/phonological areas (Fig. 2, Table 1) suggests that
words were more automatically associated with language processing.
Consequently, stronger recurrent interactions between the VWFA and
lexical/phonological areas could have contributed to stronger
responses to words than objects we observed in this experiment. In
fact, recent reports of very early (~150 ms post-stimulus) activations
of areas as “downstream” in language processing as the Middle
Frontal Gyrus (Cornelissen et al., 2009; Wheat et al., 2010)
demonstrate that the time window for such recurrent interactions is
larger than previously thought. The exact contributions of bottom-up
and recurrent processes in visual word recognition will have to be
addressed by techniques with greater temporal and spatial precision
than fMRI, such as intracranial recordings.

Putative origin of the VWFA's localization

The previous sections of the discussion dealt with visual word form
recognition inmature, expert readers. In this last section,we discuss the
putative developmental origin of the VWFA, addressing the puzzling
issue of its consistent localization at the same cortical site across scripts,
subjects and cultures (Cohen et al., 2000; Bolger et al., 2005; Baker et al.,
2007; Qiao et al., 2010). The object recognition system encompasses
wide sectors of the fusiform and lateral occipital areas (Kanwisher et al.,
1997; Grill-Spector andMalach, 2004). It is therefore surprising that the
reading systemdevelops at a precise locationwithin the former of these
two regions, in the lateral occipitotemporal sulcus bordering the
fusiform gyrus. We previously hypothesized that, even prior to reading
acquisition, this region may already have an initial preference for
intermediate features consisting of junctions of intersecting lines that
play a key role in object recognition (Dehaene, 2005; Dehaene, 2009).
Indeed, previous behavioral results (Biederman, 1987; Lanthier et al.,
2009; Szwed et al., 2009), which were replicated here, showed that
reading, similar to object recognition, relies heavily on such line
junctions (vertices). Note that the importance of vertices as stimuli for
the ventral visual system has been well established with electrophys-
iologicalmethods in primates (Tsunoda et al., 2001; Kayaert et al., 2003;
Brincat and Connor, 2004).

To our knowledge, we provide here the first demonstration of a
neural correlate for the behavioral preference for vertices first
described by Biederman (1987), and we derive from this finding a
novel hypothesis concerning the localization of the VWFA. Still, some
caution is advised concerning the activation difference which we
observed between objects reduced to vertices or to midsegments.
Indeed, at a behavioral level, objects with vertices present are better
recognized than objects where these features were deleted (see
Fig. 1B and Biederman, 1987; Szwed et al., 2009). Hence, instead of
reflecting bottom-up selectivity for vertices vs. midsegment features,
the activity difference in the fusiform region might be related to
recognition performance. This would also be consistent with the fact
that we did not observe any activity differences between vertices and
midsegments within the scrambled stimuli. While real, this possibility
is however mitigated by prior research demonstrating that both
fusiform and lateral occipital areas showed correlations of activation
level with object recognition performance (Grill-Spector et. al., 2000).
By contrast, in the present study only the fusiform area, but not the
lateral occipital area, activated more for objects with preserved
vertices than for objects where these features were deleted. One may
thus argue that the effect we observed cannot be reduced to a simple
Please cite this article as: Szwed, M., et al., Specialization for writt
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difference in performance level, since it displays a greater regional
specificity than the correlation with performance previously reported
by Grill-Spector et al. (2000).

Most interestingly, the area that responds more vigorously to
vertex-preserved versions of the objects partially overlaps with the
reading system (Fig. 5). While this result might be a coincidence, this
response bias towards line junctions could also indicate one reason
behind the remarkably reproducible localization of the VWFA. This
circumstantial evidencemight also provide a clue as to why the VWFA
is activated not only by the subjects' native alphabet but also by
unknown alphabet characters (e.g. Xue and Poldrack, 2007). Under
this view, the activation of the VWFA by unknown scripts would be
explained by the fact that all the world's writing systems contain the
same set of basic line-junction features (Changizi et al., 2006).
Changizi (2006) found that vertices such as L or T shapes obey a
universal distribution across writing systems, a distribution which is
shared with the patterns of contour intersections that arise in natural
scenes. Thus, the shape of written charactersmay have been culturally
selected to match the pre-existing organization of our visual system
(Dehaene, 2005; Changizi et al., 2006; Dehaene, 2009).

Neural network models have described the emergence of
specialized neural structures for letters and numbers (e.g. Polk and
Farah, 1998; Price and Devlin, 2003), but these simulations rely on
“spontaneous symmetry breaking”, i.e. the emergence of cortical
specialization at random sites from an amplification of initial noise.
Therefore, they cannot explain, without additional hypotheses, why
reading expertise systematically draws upon the same cortical
location in all subjects and cultures. Our hypothesis of a pre-existing
bias for line junctions supplements these empiricist models and,
together with other constraints, may begin to account for the
remarkably reproducible localization of the VWFA. These other
constraints may include a bias of the lateral fusiform cortex for foveal
rather than peripheral stimuli (Hasson et al. 2002); a posterior-to-
anterior increase in perceptual invariance (Grill-Spector et al., 1998;
Rolls 2000; Lerner et al. 2001); andmore direct projection fibers of the
left lateral fusiform gyrus to left-lateralized language areas (Cohen et
al., 2000; Epelbaum et al., 2008; Pinel and Dehaene, 2009). Together,
these biases might explain why neural structures related to reading
reproducibly begin to develop at this particular location. After several
years of schooling, this development would finally lead to the neural
hallmarks of reading expertise: a posterior-to-anterior gradient of
sensitivity to whole word form (Binder et al., 2006; Vinckier et al.,
2007; Glezer et al., 2009) and increased interactions with higher-
order lexical/phonological areas (for a recent review see: Price, 2010).

Our hypothesis might be extrapolated to other domains. For
example, the fact that visual expertise for categories of stimuli such as
faces, body parts, places, or even cars and birds, engages distinct areas
of the visual brain (Tarr and Gauthier, 2000; Bukach et al., 2006;Wong
et al., 2009) could also be explained by the congruence between the
stimuli, the kind of experience we have when learning about them
(Gauthier et al., 2010; Op de Beeck and Baker, 2010), and the pre-
existing local biases in the micro-architecture and connections of the
visual cortex.

Finally, it is important to note that the above-mentioned
influences are only biases. Efficient reading can still develop when
the VWFA per se is missing. For instance, following early removal of
the left occipitotemporal cortex, normal reading can develop on the
basis of the right-hemispheric symmetrical region (Cohen et al.,
2004a,b).

Supplementarymaterials related to this article can be found online
at doi:10.1016/j.neuroimage.2011.01.073.
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