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Abstract

Periodic and stable sensory input can result in rhythmic and stable neural responses, a phenomenon commonly referred to as neural entrainment. Although the use of neural entrainment to investigate the regularities the brain tracks has increased in recent years, the methods used for its quantification are not well-defined in the literature. Here we argue that some strategies used in previous papers, are inadequate for the study of steady-state response, and lead to methodological artefacts. The aim of this commentary is to discuss these articles and to propose alternative measures of neural entrainment. Specifically, we applied four possible alternatives and two epoching approaches reported in the literature to quantify neural entrainment on simulated datasets. Our results demonstrate that overlapping epochs, as used in the original Batterink and colleagues articles, inevitably lead to a methodological artefact at the frequency corresponding to the overlap. We therefore strongly discourage this approach and encourage the re-analysis of data based on overlapping epochs. Additionally, we argue that the use of time-frequency decomposition to compute phase coherence at low frequencies to reveal neural entrainment is not optimal.

Keywords: steady state, neural entrainment, EEG, MEG, speech, infant, adult, statistical learning

Declarations of interest: none
1. Introduction

1.1. Neural Entrainment

It is well established that a stable and rhythmic stimulation elicits a stable and rhythmic neural response (e.g. Picton et al., 2003; Regan, 1977), a phenomenon usually referred to as neural entrainment or steady-state responses. An enhanced cortical response, measurable with electro or magneto-encephalography (EEG or MEG), appears at very specific frequencies in function of the periodicity of the stimulation. Although it is still discussed whether it results from multiple evoked responses to the stimulus train (Capilla et al., 2011) or from the alignment of intrinsic brain oscillation to the input (Doelling et al., 2019), this enhanced response indicates which event the brain is tracking in a train of stimuli. It can be low-level properties of the sensory input (the “on-effect” of an image for example), or more abstract regularities, such as a face presented every four images (de Heering & Rossion, 2015). Therefore, this phenomenon receives more and more attention due to its theoretical implications (Buzsáki, 2006; Giraud & Poeppel, 2012), and also to its promising uses in special populations such as infants. For example, it has been used to study categorization in infants (de Heering & Rossion, 2015; Peykarjou et al., 2017), the tracking of linguistic structures in adults (Ding et al., 2015, 2017), and speech segmentation in adults (Batterink & Paller, 2017, 2019; Buiatti et al., 2009) and infants (Choi et al., 2020; Kabdebon et al., 2015).

To quantify neural entrainment, frequency-domain analyses are preferred to conventional time-domain analysis for two reasons. First, it is generally easy to predict the frequencies at which the increased response should occur (Zhou et al., 2016) reducing the number of statistical comparisons. Second, frequency-domain analysis provides a better signal-to-noise ratio (SNR) (Norcia et al., 2015). However, different methods can be used and have been used in the literature, some
presenting a risk of bias when overlapping data are used (Batterink & Paller, 2017, 2019; Choi et al., 2020). Thus, our goal is to demonstrate the risk of bias when using overlapping data and provide artifact free alternatives. Additionally, we discuss the pros and cons of the different methods and then provide evidence with simulated data.

Although our point can be extended to all studies using neural entrainment, we decided to simulate a speech segmentation study. Neural entrainment is an adequate and extensively used tool to recover speech perception units within natural sentences (Ding et al., 2015, 2017) or artificial streams (Buiatti et al., 2009; Kabdebon et al., 2015). Because speech is a continuous stream of phonemes, syllables, and words, an important question notably concerns how infants succeed to chunk this stream in candidate words. It has been proposed that infants can take advantage of the probabilities of transitions between successive syllables that are constant within a word and drop at its boundaries (Saffran et al., 1996). Thus, if a stream is composed of four tri-syllabic words randomly concatenated without repetition, the transition probability is 1 within a word and 0.33 between words. Neural entrainment appears as a suitable approach to investigate this experimental paradigm. As the syllables have equal duration, the neural response is entrained at the syllable rate, as many segmentation experiments report (Batterink & Paller, 2017, 2019; Buiatti et al., 2009; Choi et al., 2020; Kabdebon et al., 2015). If the participant discovers the word regularity, the neural response should also be entrained at the word rate as also reported in the same studies.

1.2. Methodological considerations

When using rapid periodic stimulation, a sustained oscillatory activity is expected to emerge at the stimulation frequencies. The most direct analytical approach would be to transform
the entire dataset in the frequency domain by applying, for example, the Fast Fourier Transformation (FFT) algorithm. However, this procedure is not the most commonly used because the signal's stationary nature allows obtaining a better SNR by dividing the signal into shorter segments aligned with the stimulation. In brief, having many data segments with aligned activity enables separating phase-locked from non-phase-locked activity. Therefore, two constraints oppose achieving a correct analysis of neural entrainment: on the one hand, to have long segments and, on the other hand, to have many of them.

Each epoch should be long enough for the signal and noise to be well represented, and thus, to obtain an optimal description in the frequency domain. The epoch's length determines the frequency resolution \( \text{fres} = \frac{1}{\text{epoch length}} \), and the frequency resolution has to be at least half the frequency of the slower steady-state response to be able to see it in the frequency domain. In other words, the slower response must repeat at least once to be detected in the frequency domain. Moreover, longer epochs also provide a better SNR because, with a higher frequency resolution, the noise is spread over more frequency bins, while the signal remains restricted to specific frequencies (Norcia et al., 2015).
Figure 1. Description of the two epoching approaches and the four methods used to estimate neural entrainment. Note that methods 3 and 4 use the same approach (ITC) but on the whole epoch (method3) or on the time average of time frequency analysis (method 4).

Conversely, dividing the recording into sub-segments aligned with the stimulus onset allows focusing on the coherent activity and provides a better SNR. One way of doing so is by averaging the responses across epochs. The averaging process enhances the phase-locked activity and reduces non-phase locked activity, such as in classical event-related potentials (ERP). Subsequently, entrainment appears as an increase in power at specific frequencies in the average signal. The amplification of phase-locked activity by averaging allows the detection of entrainment even
when the steady-state responses are much weaker than the background noise. Another way is by directly computing the phase coherence across the epochs. If activity phase-locked to the stimuli onset exists, the phases' distribution will not be uniform at certain frequencies, but phases will be coherent across epochs. The measurement of this coherence is called Inter Trial Coherence (ITC). Many trials are needed to estimate the phase distribution and to measure the ITC properly. Therefore, in both computations, the same opposite constraints exist. Long segments provide a better frequency resolution. Many epochs allow a better enhancement of phase-locked activity or to better estimate the phases' distribution.

While most studies use multiple epochs to estimate the power spectrum or the phase coherence across them, the computations are differently implemented in practice. We have isolated two epoching approaches and four different calculations to estimate neural entrainment (see Fig. 1). We applied these methods to simulated data to evaluate their performance and potential biases.

1.3. Methods used in the literature

As mentioned before, the definition of epochs plays a crucial role in these analyses. Epochs have to be long enough to properly represent signal and noise, and at the same time, the more epochs, the better to detect phase-locked activity. In most of the papers, the segment's length is calculated to include 10-25 repetitions of the slower response. Although the epoch's length may affect sensitivity, it does not lead to artifactual measures of entrainment. Most papers have used independent epochs (e.g., de Heering & Rossion, 2015; Ding et al., 2015; Kabdebon et al., 2015), but some have used overlapping epochs to increase the total number of epochs (Batterink & Paller, 2017, p. 200, 2019; Buiatti et al., 2009; Choi et al., 2020) (Fig 1). We believe that using overlapping epochs entails a methodological artifact; so, we decided to test both approaches.
The four methods described in the literature further differ in the measures to estimate neural entrainment (power spectrum or phase coherence) and the procedure used to compute those measures (order of operations or whole epochs vs. time-frequency analysis). In Method 1, the power spectrum is computed for single epochs and then averaged across epochs to obtain an averaged power spectrum. Buiatti and colleagues used this approach in a speech segmentation task in adults (Buiatti et al., 2009). In this case, the entrainment measure depends on the presence of induced and evoked activity that is strong enough to emerge from the noise level. In Method 2, the average across epochs is obtained first, and its power spectrum is computed afterward. Here, non-phase locked activity is first reduced by the averaging step, which increases sensitivity to phase-locked activity. Method 2 is the most common approach used in numerous papers (e.g., de Heering & Rossion, 2015; Ding et al., 2015). Notice that averaging the signal before computing the power spectrum makes Method 2 phase-dependent and similar to methods directly quantifying the ITC across all epochs, as Method 3 does. However, because Method 3 is exclusively phase-based, it is less dependent on amplitude changes of the signal than power-based methods. Method 3 is also widely used in the literature (e.g., Kabdebon et al., 2015). Method 4 has been implemented by Batterink and colleagues in speech segmentation experiments (Batterink & Paller, 2017, 2019; Choi et al., 2020). It also measures ITC, but through time-frequency analysis. Time-frequency analysis can be performed using different algorithms, notably by wavelet decomposition or by applying the Fourier transform to the data in short sliding time windows. While here we specifically discuss the use of wavelet decomposition (as implemented by Batterink and colleagues), both algorithms give similar results and entail the same type of properties and limitations. We argue that while time-frequency analysis is in theory applicable, it is less suitable for this particular context.
The Matlab scripts of those different methods can be downloaded at https://github.com/neurokidslab/Neural-Entrainment.

2. Methods

2.1. Creation of the stimulated data

To compare the different methods and their risks of bias, we calculated the results of the four methods described above with independent and overlapping epochs on simulated data. To have datasets with a realistic noise structure, we used real EEG data, to which we added (or not) simulated steady-state responses.

We used EEG data from 27 asleep 5-month-old infants without stimulation. The data were recorded using a 128-electrode net (Electrical Geodesics, Inc.) referred to the vertex with a sampling frequency of 500 Hz, then bandpass-filtered [0.2, 40] Hz. The segments containing motion artefacts were removed. Only data from one frontal electrode (Fz) was kept for the simulations. For each infant, we had between 25 and 48 minutes of artefacts-free data. From these artefacts-free data, we recreated 40 recordings of 720 s each (12 mn).

First, we simulated a study in which infants listen to randomly concatenated syllables with a fixed duration of 300 ms; thus, the neural signal should be entrained at 3.33 Hz. We did so by adding a half-sinusoidal wave (frequency 2.5 Hz) every 300 ms with amplitude 1 (Figure 2) to each of the 40 recordings. Second, we simulated a study in which infants discover the three-syllabic words (900 ms) embedded in the stream; thus, the neural response is entrained by both the syllable regularity and the word regularity (i.e. expected neural entrainment at 3.33 and 1.11 Hz). We created the simulated data by adding a half-sinusoidal wave (frequency 0.8 Hz) every 900 ms
with amplitude 2 (Figure 2) to each of the 40 recordings. The signal to noise ratio was 1/40 for the "syllabic" steady-response (300 ms), and 1/20 for "word" steady-response (900 ms) (the signal to noise ratio was estimated as the signal amplitude divided by the standard deviation of the original EEG data). We chose to use half-sinusoidal waves, because this is the simplest way of simulating evoked ERPs (Yeung et al., 2004). Moreover, half-sinusoidal waves result in the presence of harmonics in the frequency domain (Zhou et al., 2016), which are usually observed in this type of experiments (e.g. Ding et al., 2015).

Thus, we analyzed three sets of data, each one with 40 recordings: (i) original data, (ii) Simulated steady-state response at 3.33 Hz and (iii) Simulated steady-state response at 3.33 Hz and 1.11 Hz. Note that the third set corresponds to Batterink and colleagues' studies (Batterink & Paller, 2017, 2019; Choi et al., 2020). In their studies, the syllabic rate was 3.33 Hz and the word rate 1.11 Hz.
Figure 2. Simulated steady-state response to the syllables (one every 300 ms) (top), and to the syllables and the words (one every 900 ms) (bottom).

2.2. Data preprocessing

The three sets of data were segmented in epochs of 10.8 s that either did not overlap (66 epochs), or have an overlap of 11/12 of their length (788 epochs), as in Batterink and colleagues' studies (Batterink & Paller, 2017, 2019; Choi et al., 2020). Notice that 10.8 s corresponds to 12 times the slower expected steady state-response response (i.e. 900 ms).

The analysis for each method was as follows. In Method 1, the FFT was applied to the data, the power spectrum was calculated for single epochs, and finally, the average power spectrum was obtained. Afterwards, the power spectrum at each frequency bin was normalized by the six adjacent frequency bins. In Method 2, the FFT was applied to the data, the average across epochs was computed, and the power spectrum was computed. As in method 1, the power spectrum at each frequency bin was normalized by the six adjacent frequency bins. In Method 3, the FFT was applied to the epochs, and the ITC was computed. The ITC was normalized by computing at each frequency bin the difference with the ITC at the adjacent six. In Method 4, a Morlet wavelet transformation was used to estimate the time-frequency ITC across epochs, by using the newtimef function of EEGLAB (Delorme & Makeig, 2004). The time dimension was then averaged to obtain a single ITC value at each frequency bin. We used the same parameters as Batterink and colleagues (Batterink & Paller, 2017, 2019; Choi et al., 2020) (0.1 Hz step, with 1 cycle at 0.2 Hz linearly increasing until 45 cycles at 20.2 Hz) to faithfully reproduce their method and characterize the risk of artifact associated with it.

3. Results
3.1. Original dataset

In the original dataset, no indices of neural entrainment are expected. It is indeed the case when non-overlapping epochs are used whatever the method: the response is flat across frequency bins (blue lines in Figure 3 left column for methods 1 to 4). By contrast, using overlapping epochs (blue lines in Figure 3 right column), creates a pronounced peak at the frequency corresponding to the overlap, for methods 2, 3 and 4, demonstrating a methodological artefact of the approach. The origin of the methodological artefacts stems from the multiple uses of the same data. Averaging the epochs (method 2) creates an artifactual periodic signal at the overlap frequency because the same data appears periodically. Thus, the mean signal power spectrum shows a peak at the frequency 1/overlap and its harmonics. A similar effect occurs when the phase coherence is estimated by using the FFT over the whole epoch or time-frequency analysis by computing the wavelet transform. Comparing the phase between epochs that share a large amount of data only shifted by a fixed value will result in an artificially high phase coherence at the frequency (and harmonics) of this overlap shift value. Interestingly, the presence of artifact when the time-frequency approach is used depends on the wavelet width and the amount of overlapping epochs. If the width of the wavelet does not cover the epochs’ overlap, the results will be artifact-free. In the particular case of method 1 there are no visible artefacts when using overlapping epochs, because power is estimated over single epochs; therefore, the phase information is lost before the data of different epochs are averaged.

3.2. Simulated entrainment

When simulated steady-state responses are added, neural entrainment is detected at the syllable and word frequencies by methods 2, 3, and 4 (green and red lines in Figure 3). The peaks
clearly appear relatively to the no-stimulation condition (blue line) in the case of independent epochs. When using overlapping epochs, the entrainment is added to the intrinsic bias due to overlapping epochs.

Method 1 was not sensitive enough to detect neural entrainment, which can be understood if we consider that the power is computed on single epochs and then averaged. Thus, the steady-state response has to be strong enough relative to the noise to emerge at the single epoch level. In other words, the method does not take advantage of the phase coherence across trials of the steady-state response. The sensitivity is slightly increased when the number of epochs is increased by using overlapping epochs but this method remains sub-optimal.
Figure 3. Results of the analysis with the different methods and simulations. The expected peaks at the syllable (3.33 Hz) and word (1.11) frequencies are clearly distinguishable from the control situation (blue line) when epochs are independent (left column, line 2 to 4). When overlapping epochs are used, artifactual peaks are present (right column). The time frequency approach used in method 4 (last line) inadequately smooths the frequency profiles.

The ITC computed by performing a time-frequency analysis (method 4) shows a particular behavior. Entrainment appears at the frequency of the overlap and its harmonics, similarly to ITC computed on full epochs (method 3), but the signal is smoother than with the other methods. The
smootherness of the signal affects both the estimate of neural entrainment resulting from the simulated steady-state response and the artefact due to overlapping epochs. This phenomenon is a consequence of the uncertainty principle in signal processing. The time-frequency approach allows investigating modulations either in the intensity or in the synchronization of the activity across trials over different frequency bands and at different time points. However, the uncertainty principle exposes a trade-off between frequency and time resolution (\(dt \times dw \geq 1/2\)), that results in a smoothing of the measure of entrainment. With the parameters used here, at 3.33 Hz the width of the wavelet is 2.36 s, and at 1.11 Hz its width is 2.71 s, in both cases much smaller than the duration of a whole epoch (10.8s). The gain in time resolution, which has no interest here, comes with a loss in frequency resolution explaining the signal's smoothing.

The time-varying information provided by time-frequency approaches like wavelet decomposition is valuable in many contexts, but not meaningful in most steady-state stimulation experiments. In a steady-state experiment, the stimulus appears repeatedly, and the data are divided into sub-segments containing multiple instances of each stimulus. Therefore, looking for a time dimension within epochs is meaningless when all epochs are analyzed together. The strength of steady-state stimulation is that the neural response is periodic and stable, justifying a frequency domain analysis. To obtain a measure of phase coherence at each frequency using time frequency method, the measure must be averaged across the time dimension (Batterink & Paller, 2017, 2019; Choi et al., 2020). This step directly shows the lack of meaning of the time dimension in this context. Additionally, the computational cost of the time-frequency analysis on our simulated data set relative to the whole epoch approach was of the order of \(10^4\) times higher.

4. Comparison of the different methods
To compare the sensitivity of the different methods more directly, we used the results obtained from the real data (dataset 1) and the real data plus the simulated signal at the syllabic and word rate (dataset 3). We assessed sensitivity as \( S = (E_3(f) - E_1(f)) / \text{std}(E_1) \), where \( E_3 \) is the normalized Power/ITC obtained from the dataset 3 (signal at the syllable and word frequencies), \( E_1 \) is the normalized Power/ITC obtained from dataset 1 (no signal added), \( f \) is the frequency of interest. The measure was divided by the standard deviation of \( E_1 \) in the frequency range 0.5-5 Hz, to estimate the signal relative to the noise level. We limited the analysis to the use of non-overlapping epochs.

We run 1-way ANOVAs with method as an independent factor to compare the methods’ sensitivity (Figure 4). At the syllabic rate we observed a main effect of method \( (F(1,157) = 8.758, p = 0.00356) \). Pairwise comparison using Bonferroni correction showed that the effect was due to a difference between method 1 and 2 \( (p = 0.0018) \), method 1 and 3 \( (p = 8.7 \times 10^{-8}) \), and method 3 and 4 \( (p = 0.005) \). All the other comparisons were not significant \( (p > 0.05) \). Results at the word rate were similar. We observed a main effect of method \( (F(1,157) = 6.018, p = 0.0153) \). Also in this case, pairwise comparison using Bonferroni correction showed that the effect was due to a difference between method 1 and 2 \( (p = 0.013) \), method 1 and 3 \( (p = 1.5 \times 10^{-5}) \), and method 3 and 4 \( (p = 0.038) \). All the other comparisons were not significant \( (p > 0.05) \).

These results explicitly demonstrate the lower sensitivity of method 1 for detecting phase locked activity. Using time-frequency analysis to estimate the ITC also resulted in lower sensitivity than using the whole epoch, probably due to the loss of frequency resolution. Measuring neural entrainment based on the power of the average response (method 2) or the ITC (method 3) show comparable sensitivity. This can be understood, because, as mentioned earlier, both approaches
rely on the presence of phase locked activity and both are obtained through FFT of the whole epoch.

Figure 4. Comparison of the different methods to measure neural entrainment at the syllabic and word rate. The measure was computed as the difference between the entrainment when syllabic and word responses were added with the noise level of entrainment. Values were normalized by the standard deviation of the entrainment across frequencies in the range 0.5-5 Hz.

5. Conclusions

Our simulations show that overlapping epochs unavoidably lead to artifactual entrainment at the overlap frequency. Nevertheless, this does not mean that overlapping epochs prevent the measurement of brain oscillations. The simulated neural entrainment is added to the methodological artefact. Thus, the main results of previous works using this approach might be valid especially when there was a difference with a control condition exposed to the same bias. In principle, if an adequate control condition is used, the entrainment derived from brain activity could be quantified.
This is the case of one adult segmentation experiment (Batterink & Paller, 2017), where the entrainment at the word and syllabic rates during the presentation of a structured stream of syllables was compared with the entrainment during a random stream of syllables. In a second paper, the authors investigated the effect of top-down attention by comparing speech segmentation while manipulating the attention to a competitive task in two groups of subjects (Batterink & Paller, 2019). While there was no within-subjects control condition, we could assume that the methodological artefact is comparable between groups; thus, the comparison across groups would remain valid. In an infant segmentation task experiment using the same methodological approach (Choi et al., 2020), the authors report an increase in entrainment to the word rate relatively to the syllabic rate during the familiarization. While the experiment did not have a control condition, in principle, the increase cannot arise from the methodological artefact.

Based on the above considerations, we do not question the validity of the data sets of Batterink and colleagues and their main results (Batterink & Paller, 2017, 2019; Choi et al., 2020). However, we believe that overlapping epochs should be avoided because they introduce an artefact that compromises the interpretation of the results, while not it does not providing a clear advantage. For data transparency, we encourage the re-analysis of the dataset. Additionally, the time-frequency approach has an enormous computational cost compared to whole epoch methods, and the useless time dimension comes with a loss of frequency resolution. Therefore, we see no theoretical advantage in using time-frequency decomposition for a classical analysis of steady-state experiments. For the analysis of classical steady-state experiments, we recommend using whole epoch approaches such as method 2 or 3 on non-overlapping epochs.
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