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OVERVIEW OF THE QUESTIONS ADDRESSED IN THIS
WORK

Study of healthy subjects

Does subitizing, the fast and accurate apprehermdivisually presented small quantities (1-3
or 4), represent estimation at a high level of igren, or does it reflect use of a separate
system dedicated to small numerositieSRAAPTER 2)

Three studies of neurological patients

How independent from visual spatial attention isnedcal processing? Subitizing has been
shown to be preserved in patients with neglectsaaV attention disorder in which patients do
not attend to objects situated (usually) in leftnal space, when a competing object is present
in right space. Items situated in the neglectefl) (feeld are taken into account when these
patients are asked to enumerate up to 4 items, éwamgh they cannot localise them.
However, pattern recognition could have been usdtiis study to recognize the number of
items, rather than subitizing. Is subitizing ghiteserved in neglect patients when items do not
represent patterns? Is large numerosity quaniibicatalso spared in such patients?
(CHAPTER 3)

How do we come to knowpproximatelyhow many elements are present in a visual display?
Do we go over each element of the visual set otee tife other, in a counting-like fashion, or
does the extraction of numerosity take all elemaertts account in parallel? Can it be spared
in a patient who has visual attention difficultighat prevent her from counting
(simultanagnosia)THAPTER 4)

Does numerical estimation rely in part on executfuactions, as it requires selecting
plausible responses in a context of uncertainty2sDealibration, the adjustment of ones
responses to external input (when given an exanoplehe correct response), require
executive functions, as one must keep the examptand, and perhaps strategically compare

each new item to the example to derive the apprataein correct answer€HAPTER 5)
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1 CHAPTER 1: GENERAL INTRODUCTION

1.1 A DESCRIPTION OF SUBITIZING AND NUMERICAL
ESTIMATION

As our experimental studies will mainly concern ifging and estimation, we will
focus on describing these processes before rasguahem in the general context of

numerical processing.

1.1.1 Subitizing

Subitizing, which has puzzled several researchararfany years, is the capacity to
rapidly and accurately enumerate a small numbeiteofs (1-3 or 4). This capacity was
documented as early as almost 100 years ago (Bout®08), and has since been thoroughly
investigated, although its underlying processdkretnain debated. Subitizing (from the latin
“subito” which means suddenly, first coined by Kaah, Lord, Reese, & Volkmann, 1949),
is classically demonstrated when subjects are askedumerate visual sets of items, ranging
for example from 1-7, as accurately and as fagioasible. In this case, responses times show
a discontinuity between 3 and 4 (or 4 and 5), asetlis very little increase in the 1-3 or 4
range (about 50ms/item) and much more for eachtiaddl item beyond this range (about
200-400ms/item) (e.g. Trick & Pylyshyn, 1994; Masd& Shebo, 1982; Chi & Klahr, 1975).

Researchers have proposed that this reflects malish between two processes: the
first, subitizing, would operate over the 1-3 orafige, whereas counting would be used for
larger numerositi€s The dissociation between the subitizing and dagntanges has also
been shown with paradigms where presentation &,kand sometimes also masked, leading
to a discontinuity also in response accuracy, a@snason or faulty counting takes over
outside the subitizing range (e.g. Bourdon, 190@r@a, Kikuchi, & Ichihara, 1981; Mandler
& Shebo, 1982; Green & Bavelier, 2003; Green & Biave2006) (see Figure 1-1).

! Subitizing, when it was first termed, was thoutghéxtend to 6 items (Kaufman et al., 1949); howdarer
studies showed that counting occurs already at3li@ms.

-10 -
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Figure 1-1 Mean reaction times and error rates in an enuneergdisk with brief stimuli presentation (diamonds:
reaction times: squares: error rates). Both meassinew an advantage for small numerosities (1-3ftwis
thought to reflect us of a separate process inréhige, namely subitizing. Reproduced from Pia@&acomini,
Le Bihan, & Dehaene, 2003.

Importantly, some studies have shown that subdiocurs independently of ocular
movements, as subjects are able to subitize evem \phesentation duration is too short to
allow for saccades or when stimuli are presentedfsssimages (Atkinson, Campbell, &
Francis, 1976a; Atkinson, Francis, & Campbell, 187&imon & Vaishnavi, 1996); in
contrast, these modes of presentation affect pedgonce in the counting range. Moreover,
another manipulation of the stimuli presentatioue{ng the area where items to be
enumerated are going to appear) showed that subitdid not require attentional focus,
whereas counting does (Trick & Pylyshyn, 1993). sehdéindings strengthen the idea that
subitizing and counting are two dissociable proesegbut, for studies suggesting a single
enumeration process, see Balakrishnan & Ashby, ;1B8lkrishnan & Ashby, 1992).

1.1.2 Numerical estimation

When one is presented with a large number of itdms, processes can be used to
determine how many there are: counting or estima#dthough counting can be exact, it is
slow and becomes error-prone when there are & lic¢ras to be counted, especially if they
are arranged randomly, rather than in a line foangxe. In contrast, estimation is

approximate, and can be used more quickly than toaunvith large numerosities. When

-11 -



1 CHAPTER 1: GENERAL INTRODUCTION

estimating a set of numerosities presented eaclkraevimes, performance follows a
particular pattern. Indeed, mean response may e dose to the correct answer, although
there is variability in response. Numerical estioratjudgments become less precise as
numerosity increases: the variability in responiseseases proportionally to the increase in
mean response, a characteristic which is referoedstscalar variability, a signature of
estimation processes, whether non-verbal (e.girtgpgn a lever a certain number of times;
see Figure 1-2, top panel) or verbal (e.qg. givingidal estimate of a set of dots) (Gallistel &
Gelman, 1992; Whalen, Gallistel, & Gelman, 1999rdes, Gelman, Gallistel, & Whalen,
2001; Izard & Dehaene, in press).

30+ -4
Subject 1
0

c 20 n
o} -2
= 104

0Lk, ; . ] —00
< 0.30-
© 015 &A—A—A— AN A AAp

O _l’/ffl I I I

Figure 1-2 (Top panel) A subject's mean response (left axis) and valitglin responses (standard deviation,
SD, right axis) during a non-verbal estimation tag&Hult subjects were instructed to press a bugtsmany
times as a given numerosity (N), without countibdean response increased as numerosity increased, an
variability in responses (SD) increased proportigna Bottom panel) This resulted in a stable variation
coefficient (CV) across presented numerositiesaliam Whalen et al., 1999, graph reproduced fraatissel

& Gelman, 2000.

This has been linked to Weber’s law, which govetisgrimination of numerosity, but
also of other perceptual variables (weight, brigss) sound, etc.). Weber’s law accounts for
the fact that discrimination of two sets of numéres becomes harder as the numerical
distance between the sets decreashstapce effegt Also, at an equivalent numerical
distance between the sets, increasing the numgmisthe sets also makes it more difficult
(size effegt Discrimination of two quantities is thus proponal to their ratio. This is thought
to reflect characteristics of the underlying reprgation of numerosity: representation of

-12 -



1 CHAPTER 1: GENERAL INTRODUCTION

small numerosities would be more precise than faoges: there would be an increase in
overlap of numerosity representation as numerasityeases (e.g. Dehaene, 2007). This
accounts for the distance and size effects: thgefathe distance between the sets of
numerosities to be compared, the less overlaptt@dmaller the sets are, the less overlap. It
also explains scalar variability: responses wowddme less precise as numerosity increases
because there would be an increase in overlap @ériying representations. As mentioned
before, scalar variability is reflected bypaoportional increase in response variability, as
presented numerosity (and mean response) increhseyield a stablevariation coefficient
(standard deviation of mean response/mean respacse$s numerosities (see Figure 1-2,
bottom panel; Whalen et al., 1999; Izard & Dehaenegyress). Mean variation coefficient
across numerosities is thought to give an indicatibthe overall precision of the underlying
representation (Dehaene, 2007).

Although subjects’ estimation is coherent, there ba tendencies, as numerosities get
larger, either to underestimate or overestimateah(ltendencies: Minturn & Reese, 1951;
underestimation: lzard & Dehaene, in press). Tlas however be countered by external
calibration, that is, by giving the correct ansvafter subjects’ responses or by showing an
example of a correct estimate, bringing mean resgomuch closer to the correct response
(Minturn & Reese, 1951; lzard & Dehaene, in pregjternal calibration using just one
example has been shown to affect the whole rangeimierosities in estimation of visually
presented numerosities (Izard & Dehaene, in préssgffect has also been shown to last for
at least 8 months (Minturn & Reese, 1951).

As mentioned above, other non-numerical perceptaiadbles also lead to performance
which obeys Weber’'s law. In fact, some of theseabdes co-vary with numerosity in most
cases. For example, the area occupied by a sebtefgets bigger as numerosity increases
(and concurrently, if using white dots on a blaechkground, luminosity also increases); in
this case, the size of the occupied area (or lusiiylomay be used, instead of numerosity per
se, to estimate numerical quantity. Other varigldash as dot density or dot size may also be
used (e.g. if area is held constant, density witkéase concurrently with numerosity, or dot
size will decrease concurrently). In contrast tdieastudies of numerosity, many studies
now carefully control for these confounds, for exderby intermixing sets where area is held
constant and with sets where density is held candta force subjects to estimate numerosity
and not these other variables, or at least to Iee taltell if they are using them rather than
numerosity. Finally, some studies have showed émibe of some of these variables, or of

presentation configuration on estimates of numgrobior example, regular patterns of dots
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are judged more numerous than random patternsl{@igs1976; Ginsburg, 1978; Ginsburg,
1991), which are themselves judged more numeraaus thusters of dots (Ginsburg, 1991);
estimates increase with increases of stimulus @urgKrishna & Raghubir, 1997); dense

arrays are judged less numerous (Hollingsworth nms, Coates, & Cross, 1991).

1.2 NUMEROSITY PROCESSING IN HUMAN ADULTS

In addition to subitizing and estimation descrilaxmbve, human adults possess a wide
range of numerical capacities. We will now presambverview of some of these, as well as
different studies showing their disruption in braimmaged patients, anatomical correlates as
revealed by imaging studies, and an anatomical moflenumerosity processing in the

parietal lobe.

1.2.1 Processing involving non-symbolic stimuli

In addition to subitizing and estimation, otherqasses involving non-symbolic stimuli
(sets of dots, sounds, etc., rather than Arabidsdmy number words) have been studied in
adults. For example, paradigms presenting threeesso/e sets of fairly large quantities of
dots have been used to test addition of non-symisimuli (subjects had to compare the
guantity of the two first sets, taken togetherthe third set). In summary, it has been shown
that adults are capable of comparing, adding, btraating large quantities of non-symbolic
stimuli, both presented visually (Lemer, Dehaernelige, & Cohen, 2003; Pica, Lemer, Izard,
& Dehaene, 2004; Barth et al.,, 2006), or in a crosslal design (visual and auditory)
(comparison: Barth, Kanwisher, & Spelke, 2003; cangon and addition: Barth et al., 2006).
Moreover, no difference was found between cond#tiamhere stimuli were presented
simultaneously or sequentially (Barth et al., 200B) all studies, results conformed to
Weber’'s law, showing a ratio effect on comparisarfgrmance, whether it involved an

arithmetic operation or not.

1.2.2 Mapping from quantity to symbols and back

Numerical quantity is referred to by a variety gfhbols, ranging from Arabic digits
(e.g. “5”), Roman numbers (“V”), to number-worddiyg”; spoken or written). As we will
see below in the section devoted to numerositygssiag in infants and children, mapping
from a given quantity to the corresponding symisohiprocess which children must learn
through counting. As we saw above concerning esitiman adults, it is a process which is
still not evident, as adults have difficulties baditing their verbal estimates without external
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input (as they show over- or underestimation wehgér numerosities prior to external
calibration).

Different adult studies have helped characterize rtiapping from symbols to the
underlying quantity, suggesting the link in thisedtion is very strong. For example, when
subjects are asked to compare two digits and iteliwhich one represents the larger quantity,
their reaction times show distance and size effgass as when they are asked to compared
non-symbolic quantities (Moyer & Landauer, 1967hisTeffect is also present when 2-digit
numbers are used (Dehaene, Dupoux, & Mehler, 1988, when the task consists in
comparing digits according to their physical siapnd subjects have to ignore numerical
values, these interfere with their judgments, apaase times are slower when numerical
value and physical size are incongruent (for exangpimparing a physically big “5” with a
physically smaller “9”) (Henik & Tzelgov, 1982). €ke studies show that access to numerical
guantity from symbols is automatic in adults.

One study involving Arabic digits brought more gisi about the underlying
representation of numerosity (Dehaene, Bossini, i€aX, 1993): subjects were asked to
judge the parity of a given Arabic digit by pregsia left button if the digit was odd, and a
right button if it was even. For another group wibjects, instructions were reversed (press the
left button if the digit is even, and the right taut if it is odd). An unexpected finding was
than smaller digits were responded to faster vhth left button, and larger digits with the
right button. The authors named this effect the 8Aeffect (Spatial-Numerical Association
of Response Codes), and proposed that numericaltitjes. were represented on a number
line which was oriented from left to right. Smallmbers would therefore be associated with
left space, and larger ones with right space (foecnt review on the associations between
numbers and space, see Hubbard, Piazza, Pinel,hadbe, 2005). Moreover, this spatial-
numerical association was replicated with spokende@nd written number words (Nuerk,
Wood, & Willmes, 2005). These findings suggest ariomatic access to an amodal
underlying numerical representation.

But how do we know that the underlying numericagresentation is not shaped from
years of learning, applying and manipulating nug®risymbols? For example, it was
suggested that the left to right orientation of thenber line was linked to cultural factors:
indeed, in subjects from cultures where one reems fight to left, and who have not been
exposed to occidental culture, or very little, ®HARC effect is reversed (Dehaene et al.,
1993). Are other characteristics of the number tiependent on exposure to language and

education? Are adults’ capacities to apprehend mwashipulate non-symbolic stimuli a
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consequence of use and manipulation of number wardbs Arabic digits (enumeration,
calculation, algebra)? In other words, do basic enral skills emerge from language? We
will see below that evidence from non-human anistatliies, and pre-verbal infants suggest
the opposite. Additional evidence concerning th@anance of language comes from the
study of populations who have a small number lexidéor example, the Munduruku only
have number words 1 to 5. For larger quantitiesngjfiers such as “some” or “really many”
are used. Moreover, this population has not begrosed to mathematical education, and
does not possess a robust counting routine. Yet, Munduruku are able to perform
approximate numerical additions and subtractionsqoantities exceeding their numerical
lexicon, presented as sets of dots (Pica et @4 RMHowever, they fail at exact computations,
even when the result falls within the range of ithexicon, suggesting that language (and in
particular a counting routine) is important for exaomputations, but not for approximate
manipulation of numerosity (Pica et al., 2004). hidthal evidence for approximate
apprehension of non-symbolic numerosity withowe tdorresponding number lexicon was
provided by the study of another population, thealfs, who, in a numerosity reproduction
task, presented responses of increasing variabsitthe given numerosity increased (Gordon,
2004). Recently, the Munduruku have also been shimworesent understanding of basic
geometrical concepts which may constitute foundatido more complex geometrical
capacities in educated adults (Dehaene, 1zard, Ri&pelke, 2006).

1.2.3 Neuropsychological patients

Neuropsychological double-dissociations are usualysidered as strong evidence that
two processes are independent. As regards subitiaime developmental dyscalculic patient
(Charles) was initially reported as presenting ficden subitizing, as counting (which was
intact) was used in the subitizing range and ab(®etterworth, 1999). The opposite
dissociation was found in a few patients presen@ngleficit in serial visual attention
(simultanagnosia) which affected counting but nmtnsuch subitizing (Dehaene & Cohen,
1994). These two dissociations (impaired subitizevgd preserved counting; preserved
subitizing and impaired counting) taken togetherstibute a double dissociation. However, it
was later established that Charles was able tdizepas he had initially been counting in the
subitizing range because of a lack of confidenckisnresponses; when stimuli were flashed
at 100ms, and counting was therefore discouragduhrl€s’ performance showed a
discontinuity between subitizing and counting ramgénother patient, with severe acquired
acalculia, was reported as counting in the submgizange (Cipolotti, Butterworth, & Denes,
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1991), but as she was not able to recall (and filereount) numbers above 4, it is difficult to
conclude in a subitizing/counting dissociation lmstpatient. Finally, another patient, LEC,
presented cerebral sequelae of hemorrage in theidghparietal cortex, and, on the
behavioral level, a complete Gerstmann’s syndrobeener et al., 2003). This syndrome is
characterized by the association of four disordacsiculia, agraphia without alexia, finger
agnosia, and left-right disorientation (Gerstmah®40), and is generally found following
damage to the left inferior parietal lobule (Coh®iJson, Izard, & Dehaene, 2007). LEC
presented a deficit in subitizing, but also a gahslowing of counting (Lemer et al., 2003).
Unlike Charles, the subitizing deficit was presgnan unlimited enumeration task (increase
of about 540 ms per item from 1 to 3 items) bub alden the dots were flashed to prevent
counting (errors even in the subitizing range). ldeer, counting was not completely
preserved in this patient, as she was much slovwan tcontrols. In sum, the
neuropsychological data does not bring very solidlence in support of the dissociation
between subitizing and counting which is clearerbghavioral performance in healthy
subjects.

Subitizing has been shown to be preserved in gatjgnesenting visual extinction, who
present difficulties in attending to items situaiadthe space contralateral to their cerebral
lesion (usually left space following right pariettdmage) while another competing stimulus
is present in the ipsilateral space (VuilleumieR&fal, 1999, Vuilleumier & Rafal, 2000).
Taken together with the finding that subitizingpieserved in patients with simultanagnosia
(Dehaene & Cohen, 1994), both these findings sudbas subitizing does not require visual
attention, and therefore argue in favor of a paraiew of subitizing.

Studies of numerical estimation (using a task incwhsubjects are to give a verbal
estimate of the quantity of a set of items) in @sychology patients are sparse. A first group
study reported estimation impairment in patientthwight parietal damage as opposed to
patients with temporal or left parietal damage (kvigton & James, 1967). A second study
reported a deficit in one patient with posteriortioal atrophy (bilateral parietal atrophy), in
the context of general deficits in numerical preoeg, reflecting a semantic impairment in
the numerical domain (Delazer, Karner, Zamarianprzmiller, & Benke, 2006). Finally, a
third study presented a patient with visual agnésilawing large left parietal, temporal and
occipital, right temporo-occipital, and frontal il@ss; in this case, estimation and numerical
processing in general was clearly spared (PesEmbux, Samson, Bruyer, & Seron, 2000).
These three studies suggest a role of the pasttaitures, in particular the right parietal lobe,

in numerical estimation. However, it is importantnote that none of these studies controlled
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for co-varying non-numerical parameters in the aisdisplays that were used, making it
difficult to ensure thahumericalestimation was really measured in these patients.

As concerns other numerical processes involving-swnbolic stimuli, such as
comparison or addition of clouds of dots, a stwilty controls for co-varying non-numerical
parameters has reported impairment of theses mes@s one patient, LEC, described above
(Lemer et al., 2003). In addition to a deficit inmasymbolic numerical processing, she was
impaired in some tasks involving symbolic stimuhe presented deficits in subtraction and
division, while multiplication and addition werelagvely spared. She was also impaired in
approximate addition but not in exact addition fwsingle digits). In fact, she reported not
being able to pick the most approximately correxwveer from two false solutions to addition
problems presented with Arabic digits: rather, shygorted always having to calculate the
correct answer and compare it to the two possgdpanses to accomplish the task. Finally,
she was also impaired in approximate comparison apmroximate addition of two-digit
Arabic numerals (corresponding to the same quastiind problems tested in the non-
symbolic tasks). It was concluded that LEC preskrecore deficit in numerical quantity
processing.

This pattern of performance contrasted greatly whidt of another patient, BRI, who
presented frontal and temporal atrophy predomigatirthe left hemisphere, in the context of
semantic dementia (Lemer et al., 2003). BRI perémnas well as controls in the non-
symbolic tasks (except she was generally slowehg slso presented the opposite
dissociations as LEC in the tasks involving symbetimuli, as subtraction was overall intact
whereas multiplication was severely impaired; nagjgit exact addition was impaired but
not approximate addition; finally, approximate carpon and addition of two-digit numerals
was preserved (although generally slower). It wascluded that this patient presented
general sparing of quantity-based numerical pracgssand impairment in numerical
processes involving a verbal component.

As regards the first level of the double dissoomtthat these two patients constitute
(core quantity-based processing vs. semantic krdgele the dissociation between an intact
numerical quantity system (coupled to intact patieégions) and degraded other semantic
categories (usually linked to verbal processestiodght to be sub-served by fronto-temporal
structures) has been reported in several otherest@appelletti, Butterworth, & Kopelman,
2001; Butterworth, Cappelletti, & Kopelman, 2001hidux et al, 1998; Zamarian, Karner,
Benke, Donnemiller, & Delazer, 2006). Converseljen patients than LEC have been found

to have quantity-based numerical deficits (althoubbse studies mainly used symbolic
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stimuli) with sparing of general semantic abilitid@@ehaene & Cohen, 1997; Delazer &
Benke, 1997; Delazer et al.,, 2006). This doublesatimtion suggests that quantity-based
numerical processing represents a separate sentatégory which is sub-served by the
parietal lobes.

The second level of this double-dissociation comgea distinction between two
numerical tasks, subtraction and multiplication tb@olved by mental calculation, not
written). Multiplication is thought to strongly eage verbal processes. For example,
multiplication tables are usually leaned by roted are thought to be solved by retrieving
facts from verbal memory (Ashcraft, 1992), with reference to numerical quantity. In
contrast, subtractions are not memorized as tablsshool, and therefore must be reached
through online computation, requiring quantity-lthggocessing. Addition can be solved
either by accessing memorized facts, or by comjpumaand therefore is less likely to lead to
a clear dissociation. As for divisions, the pictisealso less clear, as they can be solved by
applying different strategies, such as searchindhfe corresponding multiplication problem.
Similarly to patient LEC, other patients have shgwiorer performance in subtraction than in
multiplication, associated with impairment in cayeantity-based processing (as mentioned
above: Dehaene & Cohen, 1997; Delazer & Benke, ;1BD@lazer et al., 2006). Patients such
as BRI showing the other dissociation in arithmeiferations have also been reported,
usually also in the context of verbal deficits (Bagach & McCloskey, 1992; Pesenti, Seron,
& van der Linden, 1994; Cohen & Dehaene, 2000).

Other numerical processes can be disrupted follgwdarebral damage, but which
would not be due to a core quantity-based deficito verbal processes. For example, some
patients presented an intriguing deficit in assammawith visual neglect (a deficit related to
visual extinction, in which items in the neglectegdually left, space are not acknowledged,
even without a competing right stimulus) (Zorziiftty, & Umilta, 2002). These patients were
asked to perform a number bisection task: wherepted with two spoken numbers, they had
to find the number which fell exactly in the middigithout calculating (e.g.: “eleven” and
“nineteen”; correct answer: “fifteen”). Their answeshowed a clear deviation from the
correct answer (“seventeen”, for the example meetioabove). The deviation pattern was
related to the size of the numerical interval: @sndeviated towards numbers larger that the
correct response, increasingly so as the intenzal mcreased, and was reversed (toward
numbers smaller than the correct response; crass-effect) for smaller intervals. This

mirrored the rightward deviation and cross-oveeéifthat these patients typically show when
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asked to bisect physical lines of varying length.whs therefore suggested that their
impairment in the number bisection task reflectel®ficit in orienting on the number line.
Finally, other numerical abilities such as transegd(reading or writing Arabic
numerals or number words), written calculation onaeptual numerical knowledge can be
impaired in brain-damaged patients. We will howemet discuss these here (for a recent

review of numerical impairments following brain dage, see Cohen et al., 2007).

1.2.4 Anatomical correlates

Two studies investigating the anatomical correlatfesubitizing and counting found no
evidence of a difference between the cerebral areadved in these two processes, which
constituted a bilateral occipito-fronto-parietatwerk (Piazza et al., 2003; Piazza, Mechelli,
Butterworth, & Price, 2002). However, these studpmsvided evidence for a stronger
recruitment of this network in counting, comparedsubitizing, showing a strikingly abrupt
increase in activation between the subitizing andnting ranges. Moreover, a trial-by-trial
analysis of activation in the bilateral posteri@riptal regions allowed to predict whether
subjects had subitized or counted a fixed humbeteais at the limit of the subitizing range
(4): when the network was less recruited, subjdotdiavioral data showed subitizing, and
when there was a larger recruitment, behaviorah diadicated that the 4 items had been
counted (Piazza et al., 2003).

Piazza and collaborators also investigated estimatf non-symbolic quantities, using a
comparison task (therefore obtaining a non-verbsgponse), presenting stimuli sequentially,
both in the visual and auditory modalities (Piaziekechelli, Price, & Butterworth, 2006).
This study revealed a right-lateralized fronto-pti network for estimation, suggesting
independence from areas involved in language psotgs moreover, activation of the
network was similar across modalities, underlinthg abstract property of the estimation
process. Additionally, activation during estimatiatas contrasted to that occurring during
verbal counting, which revealed that the later wiéed additional bilateral posterior parietal
regions, and left hemispheric regions involvedainguage processing, again independently of
stimulus modality (Piazza et al., 2006).

Other processes involving non-symbolic stimuli hal& been investigated in imaging
studies. Even the simple viewing of non-symbolimsti (sets of dots) has been studied and
has shown to activate parietal areas bilaterallgz®, Izard, Pinel, Le Bihan, & Dehaene,
2004; Cantlon, Brannon, Carter, & Pelphrey, 200&; $ee Shuman & Kanwisher, 2004).
Importantly, this paradigm showed that activity the intra-parietal sulcus (IPS) was
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modulated by numerical quantity, following Webdgsv. Indeed, after presenting a sequence
of arrays all containing the same numerosity (habibn), a numerosity was presented
(deviant) which varied according to its numericataihce from the habituation numerosity.
Activation in the IPS during deviant presentatigifieded according to the numerical distance
between the habituation and the deviant numerssiitiereasing as distance increased. This
suggests that the IPS sub-serves representationnaérosity. Other studies have converged
to show the importance of the IPS, in particularitsf horizontal segement (hIPS), in
representation of numerosity. Importantly, in kegpwith the strong link described above
from symbols to quantities, this region has (intfaatially) been shown to be systematically
recruited when numerical tasks involve symbols eatthan non-symbolic stimuli. For
example, it is activated during different tasksalmwng Arabic digits: comparison (Pinel,
Dehaene, Riviere, & LeBihan, 2001), addition (DetegeSpelke, Pinel, Stanescu, & Tsivkin,
1999), and subtraction (Chochon, Cohen, van de tdl@r& Dehaene, 1999). Activity of the
hIPS is modulated by numerical distance, even asepited with Arabic digits (e.g. Pinel et
al., 2001; Piazza, Pinel, Le Bihan, & Dehaene, 2007 with cross-notation stimuli (dots as
habituation stimuli and digit as deviant, and wegsa: Piazza et al., 2007). Activity of this
area has also been found to depend on other wesiabhich are thought to reflect the
intensity of the recruitment of basic numerical aapes, as opposed to language- or
education dependent abilities. For example, it@sevactivated during subtraction as opposed
to comparison of digits, therefore showing a highetivation as the task becomes more
difficult and recruits more quantity-based procegs{(Chochon et al., 1999); it is more
activated in approximate than exact addition (Dakaet al., 1999; however, this was not
replicated: Venkatraman, Ansari, & Chee, 2005 ; okt al, 2003); it is activated in
subtraction but not in multiplication (Lee, 2000)he dissociation of activation between
arithmetic operations (subtraction and multiplioa)i converges with the patient data.
Multiplication has been shown to activate the laftgular gyrus, linking it to language
processing which occurs in the left hemisphere @@ba et al., 1999 ; Lee, 2000). Also, a
study investigating areas involved in learning ctempmultiplication facts showed that
activation shifted from the hIPS to the left anggrus when comparing untrained problems
with trained problems (matched for difficulty), giggting that the former required quantity-
based processing but that the later were solvaahtitanore automatic fact retrieval (Delazer
et al, 2003). Another study replicated this and addaliynshowed that this shift was not
present when subtractions were learned, again limdgrthe difference between these two
tasks (Ischebecét al, 2006).
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Finally, as regards the fact that numerosity oftervaries with other non-numerical
continuous parameters, a study comparing activatauring numerical, physical size, and
luminosity comparisons showed that there was opdraactivation during these three tasks
in the bilateral anterior IPS and in bilateral @ii@-temporal regions (Pinel, Piazza, Le
Bihan, & Dehaene, 2004). Using a Stroop paradigmshowed that both behavioral
interference effects and corresponding activatioattepns suggested overlapping
representation of numerical and physical size (artéIPS), but not of numerosity and
luminosity (however, see Cohen Kadosh, Kadosh, &nikje2007); and overlapping
representation of size and luminosity (in bilateretipito-temporal and posterior intraparietal
regions). However, this does not necessarily méan the same neurons code for both
numerosity and physical size, as the spatial résoluof functional magnetic resonance
imaging (fMRI) is not high enough to observe thegi neuronal level. Rather, it could be
that populations of neurons sensitive to numeragigyintermingled with other neurons tuned

to physical size, within the same parietal region.

1.2.5 Three parietal circuits

The convergence of different studies in adultslgiding neuropsychology and imaging
studies) has been synthesized by a review artmleposing three parietal circuits of

numerosity processing (see Figure 1-3; Dehaenez®&j#&inel, & Cohen, 2003).

-22 -



1 CHAPTER 1: GENERAL INTRODUCTION

Left hemisphere _ . v ?;,r . n i Right hemisphere

i ik 1 - o “"f\r;_.‘
| ik i i
L % "'
. il b, \ ;! it
i a S M
-4
o -
Fri (14 g
Top view ] W
AN )E My e bilateral horizontal segment of
PELA y b Wl e Y intraparietal sulcus (HIPS)
& a0 Ay i 4 g
L'“"‘-‘-'s o W % 4 o4 = eft angular gyrus (AG)
T Y, g b1 :
g faf 1
e W i | bilateral posterior superior
~ A ¥ | parietal lobe (PSPL)
O £
e
} e -
%ﬂ v

Figure 1-3 Three parietal circuits for number processing wirgermined by a meta-analysis of fMRI activation

studies (intersection of activations clusters). iedpced from Dehaene et al., 2003.

In sum, the hIPS has been shown to be involveduantty-based processing, whether
recruited by tasks presenting non-symbolic, synthali both types of stimuli. This has been
demonstrated by imaging studies, but also by nexyawlogical cases of acalculia leading to
a loss of basic numerical capacities. Evidence fohifierent studies therefore suggests this
circuit is involved in the semantic, abstract regrgation of numerosity. A second circuit
involves the posterior superior parietal lobulejakhcontributes to counting, but also to other
non-numerical abilities (spatial attention). Imagstudies have clearly shown its implication
in counting, which requires attention shifting frotem to item; additionally, patient studies
have suggested it is involved in orienting attemtim the number line. Finally, a third circuit
concerns the left angular gyrus, which is thoughsub-serve numerical tasks that involve a
strong verbal component, in particular the retrieva storage of verbal arithmetic facts
(typically multiplication facts which are learne¢ ote and memorised as verbal labels) as
well as exact symbolic calculation. Imaging stuchese demonstrated that this parietal area

is activated during multiplication but not subtiant patients with lesions to this area are no
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longer able to retrieve facts which they knew bgrhewhereas they are still able to compute

subtractions and accomplish basic numerical tas&ls as non-symbolic comparison.

1.2.6 Conclusion

Human educated adults dispose of a large varietyuofierical capacities. However,
different studies have suggested that these relgt orore basic abstract numerical quantity
processing ability, which is independent from laage. This capacity to apprehend and
manipulate quantities in an approximate fashiorysiWeber’'s law which also governs other
perceptual judgements. This is particularly evidehén non-symbolic stimuli are used.

Moreover, different studies have suggested thatbdwsac representation of numerical
guantities takes the shape of a number line, usoaknted from left to right. Repetitive use
of symbols, such as Arabic digits, has lead to @oraatic link to the underlying numerical
representation. The strength of the link from nuoarepresentation to symbols is subject to
some variation. Adults are very accurate and faginamerating small quantities (1-3 or 4;
subitizing), whereas exact verbal labelling of ditees becomes more error-prone and slower
for larger quantities (counting). Adults may alseeutheir basic approximate numerical
guantification system to estimate larger quantitridsich leads to patterns of verbal responses
which obey Weber’'s law but also shows over- or wmedimation. This deviation during
approximate mapping from quantity to verbal symbo# however be countered with
external input (external calibration). Does takingp account this external output require
executive functions? Could executive disorders ugisrthe spontaneous mapping from
guantity to verbal symbols without calibration? W@l investigate these questions in our
fourth study (chapter 5).

Studies of neuropsychological patients have sugddsiat subitizing is rarely disrupted
following brain damage, and that it is independehserial visual attention. On the other
hand, counting deficits are found more frequentlg aften in association with serial visual
attention deficits. Subitizing and counting havershown to recruit the same areas, namely
a bilateral occipito-parieto-frontal network, altigh activations are stronger for counting.
Estimation has been linked, through patient stydeeshe right parietal lobe, and through an
imaging study, to a right fronto-parietal network.

Several numerical capacities have been shown touitethe parietal lobes; an
anatomical model was proposed to segregate thetglaregions into three areas which would
show differential involvement in different numelicarocesses: the hIPS would be

specifically recruited in quantity-related taskaglt numerical quantity processing — number
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line); the bilateral posterior superior lobule wibude used in numerical tasks with a strong
spatial and attention component (counting, origntom the number line); finally, the left
angular gyrus would be recruited in numerical tasksch are strongly linked to verbal

processes (multiplication facts, exact calculafjons

1.3 NUMEROSITY PROCESSING IN NON-HUMAN ANIMALS

Humans are not the only specie endowed with num@ledapacities. We will shortly
present an overview of studies revealing the pleietic precursors of human numerical

abilities, as well as their anatomical substrates.

1.3.1 Small numerosity processing

Monkeys have been shown to be able to discrimidates. 2, 2 vs. 3, and 3 vs. 4
sequentially hidden slices of apples, while failwgh 3 vs. 8 and 4 vs. 8 slices (Hauser,
Carey, & Hauser, 2000). These results are in vatawvith Weber's law, as the ratio
differentiating 1 from 2 is the same as betweennd 8, and suggest an object-tracking
capacity limited to 4 objects. Cross-modal numéritiscrimination of small numerosities is
also possible in monkeys, who were able, in ondystwithout training, to correctly match
the number of seen monkey faces to the number afdh@onkey voices (2 or 3) (Jordan,
Brannon, Logothetis, & Ghazanfar, 2005). Auditorgadimination between 2 and 3 sounds
was found to be possible in untrained cotton-tapatans, moreover over different formats
and with controls for non-numerical parameters Wwhisually co-vary with numerosity (tones
and speech; Hauser, Dehaene, Dehaene-Lambertzakaia 2002). Moreover, monkeys are
able to correctly anticipate the outcome of simgudglitions, if it does not exceed the upper
limit of 4 (Hauser & Carey, 2003), and have als@rbeshown to successfully predict
subtraction outcomes with numerosities in the &8je, without prior training (Sulkowski &
Hauser, 2001).

1.3.2 Large numerosity processing

Non-human animals are capable of discriminating-sygmbolic numerosities, and,
importantly, show a pattern of performance thatysb&/eber’s law. For example, Meckner
showed that rats could be trained to press a l@wartain number of times (4, 8, 16, or even
24 times) to obtain food, that responses were aqpadely correct but varied more as the
demanded numerosity increased, a signature of Weleaw (Mechner, 1958, cited by
Dehaene, 1997). Meck and Church successfully aiats to activate one lever after hearing
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2 occurrences of white sound, and another level &ftsounds were heard (Meck & Church,
1983). This was also possible in response to flagidight, and most importantly, to the
combination of flashes and sounds, indicating thatrats were able to transfer numerical
representations across modalities, moreover in itond controlling for non-numerical
parameters. Pigeons’ performance also obeys Welasv'$n discrimination of visual arrays
controlled for non-numerical parameters (EmmertoR&nner, 2006). Finally, chimpanzees
have been shown to be able to approximately addcamgare sets of pieces of chocolates in
order to successfully choose the more numerougatadh (Rumbaugh, Savage-Rumbaugh,
& Hegel, 1987).

1.3.3 Anatomical correlates

The first evidence suggestive of the existencemninfber neurons” was discovered in
1970 (Thompson, Mayers, Robertson, & Patterson,019T this study, cats were
anesthetized and electrodes were introduced in lbihains to record from singles neurons in
the associative cortex, while they were presentét series of sounds, flashes, or single
shock pulses. Some of these neurons respondedeeddly to specific numerosities, in an
approximate fashion, as they responded maximallyh&r preferred numerosity and less
strongly to neighbor numerosities. Importantly, #ane results were found when varying the
intensity or rate of presentation of stimuli, shogvithat neurons were responding to
numerosity and not these other variables. Thesdtsesuggested the existence of number
neurons coding numerosity in an amodal, approxirfzateion.

Since then, other electrophysiological neuronabrdiags have brought convincing and
more detailed evidence for the existence of neutoned to numerosity (Nieder, Freedman,
& Miller, 2002; Nieder & Miller, 2004). These wemnducted in awake monkeys who were
trained to respond in a numerosity-matching tasku@l presentation), while cell recordings
were taking place, originally in the frontal cort@Xieder et al., 2002) and later also in the
posterior parietal and anterior inferior temporaktex (Nieder & Miller, 2004). Results
showed that about 31% of tested neurons in thealgteefrontal cortex and about 18% in the
intra-parietal sulcus (IPS) responded to numeragigspective of co-varying non-numerical
parameters (see Figure 1-4). Importantly, thereewlesv numerosity-selective neurons in

other parietal areas, or in the inferior temporahanvestigated.
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Figure 1-4 Lateral view of a monkey’s brain. Proportions ofurens responding selectively to numerosity,
color-coded according to the color-bar, are repriegskin the three areas in which recordings weralgoted
(lateral pre-frontal cortex, posterior parietaltesr and anterior inferior temporal cortex). A uate sulcus; Cs,

central sulcus; LF, lateral fissure; LS, lunatecssl Ps, principal sulcus; Sts, Superior tempotdtus.

Reproduced from Nieder (Nieder, 2005).

Interestingly, they responded in the same appraerfeshion as the neurons recorded in the
cats’ associative cortex, responding maximallyasponse to a preferred numerosity, and less
strongly to neighboring numerosities. In fact, e distribution was asymmetrical on a

linear scale, as neurons tuned for 3 for exampés fslightly for 2, maximally for 3, less

strongly for 4 but also a little bit for 5 (see &ig 1-5).
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Figure 1-5 Distributions of activity of neurons tuned to nuwsty are symmetrical when plotted against a
logarithmic scale of number of presented itemswéhg that tuning is less precise as numerosityeases.

Reproduced from Nieder (Nieder, 2005).
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Also, distributions of responses were broader (mVvea larger range of numerosities) as
tested numerosity increased. These neurons’ fpeiterns therefore conformed to Weber’s
law, and suggest a compressed, logarithmic turongutnerosity in these neurons (as shown
by the fact that firing distributions represent Gsian distributions of identical width on a
logarithmic scale, with increasing overlap as numiikeitems increases; see Figure 1-5).
Similarly, the primates’ behavioral responses duyrthe task also obeyed Weber's law,
showing the same progressive decrease in precasonumerosity increased. Importantly,
analyses comparing activity in the pre-frontal egraind in the IPS indicated that responses
occurred first in the IPS and only later in the-fyantal cortex, suggesting that numerosity
was first extracted in the IPS and then transmitted maintained online in the pre-frontal
cortex (Nieder & Miller, 2004).

Finally, a recent study showed that numerosityes®e neurons situated in the IPS of
primates could be sub-grouped into 3 populationsd#t, Diester, & Tudusciuc, 2006): some
neurons responded selectively to sequentially ptedenumerosities, whereas others to
simultaneously presented numerosities, and finathyme neurons constituted the third group

to which both other population signals convergetw which codes abstract numerosity.

1.3.4 Conclusion

In conclusion, animal studies suggest the existeht®o systems for the representation
of numerosity. The first deals with small quansti-4) in an exact way, keeping track of
each individual item, whereas the second apprehkemgsr numerosities in an approximate
fashion, in conformity to Weber’s law (Feigensorgh2ene, & Spelke, 2004a). Furthermore,
these systems can be used successfully to compthimetic operations such as additions.
Also, apprehension of both small and large nhumgessican be carried out in different
modalities, or even across modalities, indicatirgstia@act representation of numerosity.
Finally, single-neuron recordings strongly pointadronto-parietal network of numerosity
processing, suggesting initial extraction of nunsdyoin the IPS and transfer to and online

maintenance of numerical information in the prexted cortex.

1.4 NUMEROSITY PROCESSING IN INFANTS AND CHILDREN

Next we will present the evidence for an ontogengtiecursor to human adults’
processing of non-symbolic stimuli. We will alsovgian overview of the development of
symbolic numerical processing in children, as wad#l briefly present dyscalculia (the

developmental disruption of numerical capacitieg) hypotheses as well as data concerning
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the processes involves. Before concluding, we a#b summarize some of the literature on

anatomical correlates of numerical processing ildn.

1.4.1 Small numerosity processing

Several studies have investigated apprehensiormafl ssumerosities in infants and
children. For example, a study of 10 and 12 motthitfants showed that, when confronted
with choosing between hidden crackers of equal, sifants’ discrimination had an upper
limit of 3 items: indeed, discrimination of 1 vsc@okies of equal size was successful, but not
that of 2 vs. 4 or 3 vs. 6, although these quastisill differed by the same 1:2 ratio, therefore
violating Weber’s law (Feigenson, Carey, & Haus¥)02). This suggests use of an object-
tracking system for small numerosities. Additiopalthis study demonstrated that when
presented with one big cracker vs. two much smaliers, infants chose the larger cracker
(Feigenson et al., 2002). This finding suggestdg thacertain circumstances, the object-
tracking system is influenced by non-numerical peeters such as total surface. Another
study (Starkey & Cooper, 1980) reported discrimorabf visual arrays (controlled for array
density and length) in 22 week-old infants, as wslP year-old children. Results showed, for
both ages, a limit of 3 items, as responses falstinvolving more than 3 items did not differ
from chance, and the authors suggested that thitetl discrimination process reflected use
of subitizing. In the same line, in 5 year-old dnén, a difference both in response times and
error rate was found between the 1-3 range andeatamain with visually presented stimuli
(Chi & Klahr, 1975). Another study reported an extmn in subitizing range from 1-3 to 1-5
between the ages of 2 and 5 (Starkey & Cooper,)1985his study, the authors also tested
the hypothesis that subitizing relies on recognitixd canonical patterns (Mandler & Shebo,
1982): as aligned dots cannot form a triangle fomarosity 3 or a square for numerosity 4,
subjects cannot rely on canonical pattern recagnito enumerate them. Their results did not
support the canonical pattern recognition hypo#eas subitizing limit and performance
overall did not significantly differ between visuarrays of random or aligned dots.
Furthermore, there is additional evidence that 8ystem for small numerosities is not
specific to a visual process, but rather that pjpguits abstract representations, as visual events
and auditory sequences, such as puppet jumps adsduWynn, 1996), or uttered syllables
(Bijeljac-Babic, Bertoncini, & Mehler, 1991) aresal discriminated by infants. Finally, this
system is also able to carry out simple arithmepierations on visual stimuli, as 4 month-old
infants responses suggested they correctly antezipahe outcome of adding 1+1 or
subtracting 1-1 dolls (Wynn, 1992).
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1.4.2 Large numerosity processing

Infants as young as 6 months old have been showdistoiminate large numerosities
presented visually (Xu & Spelke, 2000). Importantheir performance showed a ratio effect,
as discrimination was possible when numerositiéferéid by a ratio of 2, but not of 1.5.
Another study (Lipton & Spelke, 2003) showed thdants’ ability to discriminate large sets
extended to auditory stimuli, again showing the saatio effect (good discrimination with a
ratio of 2, but not 1.5). Moreover, this study dewstwated that infant’s discrimination
becomes more precise with age (good discriminatigh a ratio of 1.5 was achieved by 9
month-olds), however still independently from tlegaisition of language and thus counting
skills. Nine month old infants have even been showe able to add and subtract non-
symbolic stimuli, controlled for non-numerical pareters, using numerosities well above the
object-tracking (subitizing) range (McCrink & WynR2004). Five year old children are also
able to apply arithmetic operations to non-symbatomuli, successfully adding and
comparing sets of stimuli (Barth, La Mont, Liptof, Spelke, 2005; Barttret al, 2006).
Importantly, this was achieved not only in the alsmodality (scrupulously controlling for
non-numerical continuous parameters), but alsosacvesual and auditory modalities (again
controlling for non-numerical confounds), when teeries of dots were to be added and then

compared to a series of beeps, for example (Bagh,e005).

1.4.3 Mapping from quantity to symbols and back

As children get older, they are taught to counticWlallows them to apprehend larger
numerosities in an exact way. Children are thotgimaster counting at about 4 years of age,
when all five counting principles, as defined bylliSeel and Gelman (Gelman & Gallistel,
1978) are acquiredne-to-one correspondengenly one number-word is attributed to each
counted object)stable-order (the verbal sequence is always recited in the sarder),
cardinality (the last number-word of the verbal sequence semts the quantity of the set),
abstractnesgany set of objects can be counted, even setsffefaht objects), anarder
irrelevance (objects of the set can be counted in any orderditidyield the same result,
whether starting from the left or from the righty fexample). Children also learn to map
between non-symbolic quantity representation andanals in an approximate fashion, and
this estimation process undergoes modificationshélslren get older and learn more about
numerosity. This was shown in a study of estimaiior8 to 12 year old children, using
number line tasks (Siegler & Opfer, 2003). In thesks, children were shown a vertical line

labelled “0” on the bottom and “100” or “1000” ohet top. In one task, they were shown a
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position on the line and asked to give a verbahede of the quantity represented at that
position, and in another task, they were asked nicate the position on the line
corresponding to a verbal numeral. Results fronh lhasks using the 0-1000 number line
suggested a compressive mapping in 8 year-oldmadles numbers were represented as
further apart from each other than larger onesulRewith the 0-1000 scale also showed that
performance evolved with age to indicate use oh@al mapping, as 12 year old children’s
productions were linearly related to input. Moregva third finding was that children’s
performance with the 1-100 scale was more linean dompressive, even at 8 years old. This
suggests that both compressed and linear mappihgsimerosity can co-exist, but that
children learn to apply the second mapping morenofind to larger scales as they get older.
Use of such a linear mapping in other estimatiskgafor example when asked to estimate a
visually presented set of items, requires extecahbration (which, in the number line task, is
provided by the indication of the range of the sfah study using this type of estimation task
with 5 to 8 year-old children and numerosities le t5-11 range suggested performance
similar to adults and rats, as variability in respes increased concurrently to numerosity
(scalar variability) (Huntley-Fenner, 2001); howeMeé also suggested a greater variability in
responses in children compared to adults (largaatan coefficient), underlining, as in the
previous study, the fact that mapping from non-sgiclrepresentations to symbols is subject
to some evolution before reaching the performanbeéed by adults.

1.4.4 Dyscalculia

Some children present specific difficulties in ldag and mastering mathematics,
although no general intellectual or neurologicapainment is present (termed mathematical
disabilities or dyscalculia). This disorder is thgbt to affect about 5% of the population
(Gross-Tsur, Manor, & Shalev, 1996; Lewis, Hitch, \&alker, 1994; Shalev, Auerbach,
Manor, & Gross-Tsur, 2000). Manifestations of dysghka are diverse, and different
classifications have been proposed. For exampleyssalculia is often associated to dyslexia
(difficulties in learning to read), one classificat has proposed that one type of dyscalculia
(without dyslexia) stems from spatial impairmendsi€ to right hemisphere dysfunction),
whereas another type (dyscalculia with dyslexia)JuMobe due to verbal deficits (left
hemisphere dysfunction) (Rourke, 1993; Rourke & Wayy, 1997). Another hypothesis
proposes that dyscalculia is due to a core nunmedeécit (Wilson & Dehaene, 2007),
affecting numerical representations and/or acoeghdm from symbolic input (this second
impairment corresponds to the access deficit hygsash Rousselle & Noél, 2007). This
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implies that tasks that involve non-symbolic stimsihould be impaired, or that deficits
should be manifest in symbolic tasks known to atévand rely on non-symbolic numerical
representations, such as comparison of Arabicdigiitere is some evidence in favor of this
view as one study reported impaired processing af-gsymbolic stimuli in dyscalculics
(Landerl, Bevan, & Butterworth, 2004), and anotimeaccess to non-symbolic representations
from symbols (Rousselle & Noél, 2007). The core atioal deficit hypothesis was tested by
developing and administering a remediation softw@tee Number Race”) to 7-9 year old
children with difficulties in mathematics (Wilsoet al, 2006a; Wilson, Revkin, Cohen,
Cohen, & Dehaene, 2006b). This software was dedigodrain “number sense”, the basic
understanding of numerical quantity, as well as timk between numerical quantity
representations and symbols (Wilson et al., 200Bggliminary results were promising, as
performance in tasks tapping into numerical repried®n and their access from symbols
(both symbolic and non-symbolic numerical comparjs@ubtraction, subitizing) was
significantly improved after training with the sefire (Wilson et al., 2006b). Another recent
study also used the “Number Race” remediation sofwbut in a cross-over paradigm and
using a control reading software in four to six ryela children with low socio-economic
status, and found specific improvement in taskspitap into access to numerical
representation from symbols (digit and number wamhparison tasks) after training with the
numerical software (Wilson, Dehaene, Dubois, & Fagabmitted). These children did not
show improvement in the non-symbolic comparisork,tdserefore supporting the access
deficit hypothesis (Rousselle & Noél, 2007). Congay subitizing, a few studies have
reported results suggesting a deficit of this pssaa dyscalculic children (Koontz & Berch,
1996, Landerl et al., 2004; in association to Tumsyndrome: Bruandet, Molko, Cohen, &
Dehaene, 2004).

1.4.5 Anatomical correlates

Few studies have investigated the neural correlaftesimerosity processing in infants
and young children compared to the adult populatitmwever, there is a convergence from
imaging studies and studies of special populatipoisiting to the implication of parietal
structures. In particular, an imaging study invotyinon-symbolic stimuli has shown
implication of the IPS in children as young as 4rgeold (Cantlon et al., 2006). An ERP
study in 3 month old infants suggested parietaivatbn in relation to discrimination of
numerical quantity of non-symbolic stimuli (Izar@006). Other imaging studies of older
children (within/over the range of 8-19 years adpgest a progressive shift with age from
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predominant use of frontal to parietal areas in lsglic numerical processing, possibly
reflecting a more automatic access to quantityesgmtation from symbols (Rivera, Reiss,
Eckert, & Menon, 2005; Ansari, Garcia, Lucas, Ham&rDhital, 2005). Studies of children
presenting dyscalculia, often from special popal&i have also brought evidence for
involvement of parietal structures in numerical gassing, through structural or functional
parietal abnormalities (developmental dyscalcifialtész, Szucs, Dékany, Markus, & Csépe,
2007, Kucianet al, 2006; Turner syndrome: Molket al, 2003; low birth weight: Isaacs,
Edmonds, Lucas, & Gadian, 2001; fragile X syndrofResera, Menon, White, Glaser, &
Reiss, 2002; velocardiofacial syndrome: Barnea-fgpaliez, Menon, Bammer, & Reiss,
2005, Eliezet al, 2001).

1.4.6 Conclusion

These studies point to the existence of two nunitgregstems in infants, one dedicated
to small numerosities, and the other to large nosiges (Feigenson et al., 2004a). Small
numerosities seem to activate an object trackirgiesy, which is limited to 3 items, and
which can easily be influenced by non-numericalticmous parameters. By contrast, larger
numerosities are apprehended even when not corgawjth continuous parameters, and lead
to a performance pattern which obeys Weber’s latiqreffect). Some authors (Xu & Spelke,
2000) suggested that the object-tracking systemdwget overwhelmed when quantities are
larger than its limit, but that numerosities wdbtloge the limit would not risk activating the
object-tracking mechanism, and therefore infantsld/be able to use approximate numerical
guantification in this case. Both small and largearjities seem to be represented in an
abstract way, as these studies show “subitizing’large numerosity discrimination within or
across visual and auditory modalities. Additionalheses studies show that both systems can
be used not only to compare quantities, but alspetdorm arithmetic operations (addition
and subtraction), either in an exact (small numtes$ or approximate way (large
numerosities), well before children learn to coonto master symbolic arithmetic. Although
infants and children’s performance show similasitito adults (“subitizing” of small
guantities, ratio effect and scalar variability performance with large quantities), their
performance is less precise than adults’. Thesgiesttsuggest not only an evolution at the
non-symbolic level (greater precision with ageaskis involving only non-symbolic stimuli,
and no verbal output), but also in the links fromn+symbolic representation to symbols
(enumeration and estimation tasks for exampleyuim, these findings suggest that adults’
mathematical competencies rely on basic abstragtenoal processing present at a very
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young age. Moreover, imaging studies and studieshiidren presenting mathematical
difficulties (dyscalculia) suggest that this basiemerical capacity is sub-served by the

parietal lobes.

1.5 SUBITIZING: WHAT PROCESS IS INVOLVED?

Although there is some evidence that subitizing distinct process from counting, there
is still a debate as to which processe(s) it rediesWe will shortly summarize a selection of
previous explanations and why they have been egjediefore presenting two prominent

proposals for subitizing’s underlying process.

1.5.1 Previous explanations

Different possible explanations of the underlyingpgess of subitizing have been
proposed. Some of these have been shown by expegahstudies to be implausible.

For example, some authors suggested that subitreirgs on pattern recognition, as 2
dots form a line, and 3 most often form a trian@andler & Shebo, 1982). For larger
numerosities, too many different patterns wouldassociated with the same numerosity;
pattern recognition would not be possible to imragaly recognize larger numerosities, and
counting would therefore be used for numerositynd an. However, this theory has been
rejected since it cannot account for the fact shdjects are able to subitize 3 items disposed
in a line (Trick, 1987, cited by Trick & Pylyshyda994; Atkinson et al., 1976a; Atkinson et
al., 1976b; Starkey & Cooper, 1995). We will nored#iss be addressing this theory in one of
our studies (chapter 3). Indeed, as mentioned alregelts from one study suggested that
patients with visual extinction present a preseovabf subitizing (Vuilleumier & Rafal,
1999; Vuilleumier & Rafal, 2000). One must point dliat in this study, only numerosities 2
and 4 were tested; moreover, it has been suggtdsaegattern recognition could have been
used, as numerosity 2 always forms a line, anduaserosity 4 was presented as a square
pattern (Piazza, 2003). We will therefore test Wwhetsuch patients are still able to subitize
items displayed randomly or in lines.

Another theory was that the subitizing range resmeesd the amount of items that one
could hold in working memory at one point in timdghr, 1973, cited by Trick & Pylyshyn,
1994). However, experiments have shown that sugti,mnge or performance is not affected
when distracter tasks or items constitute extrakiuagr memory load, whereas counting

performance is disrupted (Logie & Baddeley, 198fi¢cki & Pylyshyn, 1993), thus weakening
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the hypothesis that subitizing range representsr&img memory storage limit. Now we will

present two prominent accounts of subitizing: visadexing and numerical estimation.

1.5.2 Visual indexing

We will first present the theory underlying the cept of visual indexing. Next we will
describe a task which is thought to measure ttpadaty, and the different variations that this

task may take on.

1.5.2.1 What is visual indexing?

Visual indexing, a process by which a limited numbé items are individuated in
parallel, is thought to be pre-attentive, occurraigan early stage of visual analysis during
which objects are segregated and “pointed at” dwinual entities (thus the initial term of
“fingers of instantiation” to describe the pointefigick & Pylyshyn, 1994) This parallel
tagging process would be limited to 3 or 4 itens®Hal attention being thus needed to take
into account quantities larger than 3 or 4, whiculd be reflected by the onset of counting in
an enumeration task (Trick & Pylyshyn, 1994). Up3ter 4 items, the system would only
need to “read” how many pointers are activatedriovkimmediately how many items there
are (subitizing; Trick & Pylyshyn, 1994). The priteative/parallel characteristic of visual
indexing was demonstrated using feature and cotipmeearch tasks. The first type of task
consists in detecting a target item among distractich differ from them by one feature
(for example, detecting the presence of a red bveang black bars). The second consists of
detecting a target which differs by at least twatdees (for example, detecting a red vertical
bar among red or black vertical or horizontal bafgjpically, detection in the feature task is
easy, and targets “pop out”; reactions times asedad do not get slower if more distracters
are added to the display. In contrast, conjuncsiearch is slower and reaction times increase
as the number of distracters increases. Featurehseéathought to engage a pre-attentive
process, whereas conjunction search would reqo@ersng from item to item, thus engaging
serial attention (Treisman & Gelade, 1980). Whee waries the number tdrgets and asks
subjects to enumerate rather that just detect teabitizing occurs in the feature task but not
in the conjunction task (Trick & Pylyshyn, 1993ulftizing is also known to not occur in
another situation: when stimuli are embedded objéste Figure 1-6; Trick & Pylyshyn,
1993).

2 A concept very similar to that of visual indexe®bject-files (Kahneman, Treisman, & Gibbs, 1998)ich
we will not develop here for sake of conciseness.
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E Conceantric

Figure 1-6 Example of embedded items (concentric rectangldsgtwcannot be subitized. Reproduced from
Trick & Pylyshyn, 1993.

In both cases (conjunction enumeration and embeddgects enumeration), serial
attention is required to clearly individuate distimbjects, and in both these cases, subitizing
cannot operate and serial counting is used, aseste)by linearly increasing response times
(Trick & Pylyshyn, 1993).

1.5.2.2 Multiple object tracking: a measure of visual indexing capacity?

Visual indexing presents itself as a good candidatethe underlying process of
subitizing because of its limited capacity. Indeegdual indexing was shown to have about
the same limit as subitizing (4) by using multiplgiect tracking (MOT; Pylyshyn & Storm,
1988; Pylyshyn, 2000). In this task, subjects aesgnted with different items on a screen,
some of which are cued as targets before all itglar$ moving around. Subjects have to keep
track of the targets during a few seconds, aftackhall items stop moving and subjects have

to indicate which items were targets (see Figurg.1-

(a) (b) ()
o - O o _____,,fo'“} o 'e)
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Figure 1-7 A version of the multiple object tracking task. Tiask starts when subjects are shown items on a
screen, some of which are cued (flashing) as targat Shortly after, targets and distracters start moving
randomly. b) After a few seconds, items stop moving and subjewust indicate which items were targets by

clicking on them with the mouse cursaz) Reproduced from Pylyshyn, 2000.
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Typically, subjects can track a limited number mh@taneously moving objects, and
multiple object tracking has thus been used as asume of this limited visual indexing
capacity (Pylyshyn, 2000). Individual differences/d been shown to exist in multiple object
tracking performance (Green & Bavelier, 2006), @lthh the usual finding is that subjects
can track 4 objects with more than 87% accuraciy@Pyn, 2000), which would explain why

subitizing would occur up to 4 items.

1.5.2.3 Tracking under different conditions

Several studies have investigated subjects’ pedoom on the MOT task using different
paradigms, to establish the extent and limits ef tilacking system, to infer the extent and
limits of the visual indexing capacity. Among thestedies, it has for example been shown
that tracking takes place even without eye movemé@Pylyshyn & Storm, 1988), or when
moving targets are momentarily occluded (Scholly8yBhyn, 1999). Tracking also applies to
stationary objects whose features change over fjtrecking objects through feature
modifications rather than spatial location chand&sser, Pylyshyn, & Holcombe, 2000).
Tracking seems to apply to objects rather tharufeator “stuff’, as it is difficult for example
to track items whose movements resemble substgecgs pouring, VanMarle & Scholl,
2003). It also seems clear that objects are trackiber than a region of space, as processing
advantage for targets does not extend to distgat®en those situated very close to targets,
thus suggesting that attention is divided betwesdlividual objects and weakening the
possibility that attentional focus is simply broadd to encompass a larger area (Sears &
Pylyshyn, 2000).

1.5.3 Numerical estimation

Theories of numerical processing have proposedkplamation to subitizing (Dehaene
& Cohen, 1994; Dehaene & Changeux, 1993; van Caff&l Vos, 1982; Gallistel & Gelman,
1991), which we will resituate in two main numetioaodels later, and which has yet to be
refuted. The gist of this proposal is that suhitigirelies on numerical estimation (termed
“non-verbal counting” by Gallistel & Gelman, 1994Mich is characterized by the fact that it
operates with high precision over small numerasitend progressively decreasing precision
as numerosity increases. Thus, subjects would leetalcorrectly and rapidly discriminate
and name small numerosities (1-3 or 4), by relyingestimation, but then, following a speed-

accuracy trade-off, have to switch to the slowercpss of counting for larger numerosities in
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order to give correct responses. In paradigms whinmeulus presentation is short, subjects’
accuracy scores would reflect the estimation peatout switching to counting (exact for

small numerosities, increasingly inaccurate fogéamumerosities).

1.5.4 Conclusion

In sum, visual indexing represents a plausible tyitg mechanism for subitizing.
Like subitizing, it has been shown to operate imhelently from visual serial attention and to
present a limitation in capacity similar to the isizing range (4 items). On the other hand, the
hypothesis that subitizing relies on numericalmneation seems equally plausible, proposing a
theoretically grounded explanation for the limiatiof subitizing to a small quantity of items.
This second hypothesis has never, to our knowlduggn directly tested. This will be the aim

of our first study (chapter 2).

1.6 MODELS OF NUMEROSITY EXTRACTION

We have seen that human adults, non-human animaserbal infants and children
present evidence for a non-verbal approximate nositgrextraction process (usually applied
to large numerosities). We will now present two maiodels that have characterized this

process, and have also proposed a link betweeprhigss and subitizing.

1.6.1 The preverbal counting model

Gallistel & Gelman (Gallistel & Gelman, 1992) suggé¢hat all numerical judgments
rely on a serial counting-like process; they prapttet approximate numerical information is
extracted through use of the fast preverbal cogntiechanism proposed by Meck & Church
in their animal studies (Meck & Church, 1983), dhdt this mechanism can become verbal
and exact in children and adults through mappinthéoverbal and written number symbols
(verbal counting).

Meck & Church’s preverbal counting mechanism (Mé&cliChurch, 1983) consists in
the accumulation of a series of pulses which acaifited” as they pass through a gate: “the
gate closes for a short fixed interval once forhestimulus in the sequence being counted, so
that the magnitude in the accumulator at the endhefsequence is proportionate to the
number of elements in the sequence” (Gallistel &z, 1992, p. 52). Although this model
has been derived from an experiment where the itembe enumerated consisted of a
sequence of sounds, Gallistel & Gelman (GallistelG&lman, 1991, Gallistel & Gelman,
1992) have used it to explain enumeration of visg of items presented in parallel (e.g.
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subitizing). They stress the parallel between pineverbal mechanism and the verbal counting
mechanism, describing the incrementing of elementke preverbal counting mechanism as
serial: “The accumulation process passes throughntiervening magnitudes en route to the
cardinal magnitude just as the verbal counting gge@asses through the intermediate count
words en route to the cardinal count word” (Gadli Gelman, 1992, p. 65). However, the
preverbal counting mechanism would lead to increggiimprecise estimates as numerosity
increases, as noise in the memory of the accuntutaents would concurrently increase (see
Figure 1-8).

At end of count,
accumulator

One cup 1Ll
per item empties into memory
counted
@ ﬂ
-, memory
bed ~is noisy
Accumulator

Memory

Figure 1-8 The pre-verbal counting model. Items are seriallyrded by the accumulator, that is, quantities are
incremented one by one, as a cup would be poutedhigraduated recipient; the result of the cosmead out

in memory where it has been stored, but memoryoisynand therefore leads to different estimateshef
number of counts on different occasions. The amammfnhoise in memory increases concurrently to the
numerical quantity that is being counted (scalaraslity: the variability in the estimates is pragional to the
mean of the distribution of estimates). Reprodueech Gallistel & Gelman, 2005.

As more and more counts are accumulated, therednmiimore and more chances of errors
in keeping the exact count. Therefore, in this nhodemerosities would be represented on a
linear scale (same distance between two neighborimgerosities) but representations would
get increasingly broader due to increase in noidbe preverbal counting process. Therefore,
there would be a progressive increase in overlapoferosity representation, as numerosities
increase. The authors postulated that this coutsbwad for subitizing: the accumulation

process would be sufficiently precise with smaltprantities to allow for their exact
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enumeration through estimation (preverbal counfirfmg)t thereafter, when representation

overlap would get too large, verbal counting wdoddused to allow for a correct response.

1.6.2 The Log-Gaussian model

We will first present a computational model whicsHater been integrated in the larger

scope of the Log-Gaussian model.

1.6.2.1 A parallel numerosity detector

Dehaene & Changeux (Dehaene & Changeux, 1993) tvposed a numerical model
in which all approximate numerosity judgments (astion, comparison, and so on) rely on a

numerosity detector mechanism that is paralleliture.

Visual Input Object Location Numerosity
and Normalization Deatection
L N N T ] ® e
aee & &
.1 ‘_...' L ] _‘_:::'_:-"
.f*-'_\:':_ *‘
RPN 3 e
[ W KT L ] ""‘.-
9 x 50 arrmy of 1Scsismwin 15 numerosity
50 inpat chuslers
DOG M2 Increasing Bhweshold clusisn

Figure 1-9 The parallel numerosity detection network of Delea&Changeux (1993; see text for a description).

Reproduced from Dehaene & Changeux, 1993).
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In this model (see Figure 1-9), after an initighgd where visual input objects are
normalized onto a location map, they project tetao$ 15 “summation clusters” which detect
in parallel the total activity generated by theemt$. Some of these summation clusters are
activated and others not, depending on the numbgresented objects (increasing threshold
of activation). Finally, “numerosity clusters”, wdhi each code for different numerosities, are
activated in response to the activity at the suronatclusters level. Computational
simulations of the model (with visual, but alsolwa#uditory input) yielded results which can
account for specific characteristics of approximatenerical judgments (e.g. the distance
effect). The increasingly approximate coding isrespnted by two facts in this neuronal
model: first, as numerosity increases, the numlberearons coding numerosities decreases,
following a logarithmic scale; second, in the largenerosity range, each neuron codes for a
broader range of numerosities. The compressivaaafwnderlying numerosity, as proposed
by this model, has found a neural implementation thg “number neurons” recently
discovered in monkeys (Nieder et al., 2002; NiedemMiller, 2004), as they present
asymmetries in the tuning curves compatible wito@pressive scale (Dehaene, 2007).

Because parallel processing is modeled, the autboreluded that approximate
numerical judgments could be explained by a meshawiifferent in nature from serial verbal
counting which is used for exact numerosity quadtfons. However, as the numerical
detection follows Weber’s law and therefore becotess precise as numerosity increases,
they proposed that exact quantificationssofall numerosities (subitizing) could reflect the
higher precision end of the estimation prodedhis model differs from the preverbal
counting mechanism as it postulates that subitisinogld rely on a parallel, and not a serial

process.

1.6.2.2 The Log-Gaussian model

The parallel numerosity detection model can begnatied in a larger scale of work
which has since been carried out by Dehaene ardretit collaborators over the years
(Dehaene, 2007). This has lead to the proposallaigaGaussian model of representation of
numerosity, which postulates a compressive numiberwith fixed (Gaussian) noise. This
constitutes another difference with the preverlmlnting model (linear number scale). The
Log-Gaussian model proposes that numerosity isesgmted on a log scale, explaining

therefore that smaller numerosities may be repteden a more precise way, whereas larger

% However, it is worth noting that the simulationsa@nducted with numerosities one through fivet(iha
mainly in the subitizing range).
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ones are more compressed and therefore overlap. lBach representation would have the
same fixed Gaussian noise (the width of the Gansdiatribution), but the compression
would account for the increase in overlap as nusigroncreases (see Figure 1-10).

Coding by Log-Gaussian numerosity detectors

1 2 4 8 16...

\*!-.

Internal logarithmic scale : log(n)

Figure 1-10 Numerosity () is represented on an internal logarithmic scaté fixed Gaussian noise (width of
activation distributions), which accounts for acrgase in overlap of representations as numerogitgases.

Reproduced from Dehaene, 2007.

The width of the Gaussian distributions determities precision of the underlying
representation, and could therefore explain indiglddifferences. The ternmternal Weber
Fraction is used to refer to the Gaussian’s width; thiseedeines the precision in subjects’
performance in humerosity discrimination for exaemp smaller Gaussian width will mean
less overlap in numerosity representation, and thushore precise discrimination. The
precision of the discrimination is measured disecturing performance by the behavioral
Weber Fraction: it refers to the difference in aatiecessary to discriminate two quantities
(usually at 75% correct) (for a detailed descriptiof different possible measures of the
behavioral Weber Fraction, see lIzard, 2006). Howeiteis mathematically possible to
estimate the internal Weber Fraction using perfoiceascores from a discrimination task
(Izard, 2006; Dehaene, 2007). It is postulated thatinternal Weber Fraction could also
account for precision in numerical estimation, aasured by the variation coefficient (Izard,
2006; Dehaene, 2007). Indeed, the variation caeffiqstandard deviation of responses/mean
response) represents a measure of the width obmespdistributions which would be related

to the width of internal numerosity representatistributions.
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1.7 A PARALLEL OR SERIAL NUMERICAL EXTRACTION
PROCESS?

Both the preverbal counting and the Log-Gaussiadeaisocan account for many effects
found in different numerical tasks (distance armk sffects, scalar variability in estimation
processes...) due to the increasingly approxima#eacteristic of the number representation
they describe. In the preverbal counting model l{§al & Gelman, 1992), the preverbal
form of the counting mechanism leads to more apprate judgments as numerosity
increases because noise in the serial process rcentty increases (linear representation of
numerosities with increase in noise). The Log-Gamssnodel (Dehaene, 2007) postulates
that approximation becomes less precise as numeriogireases because the underlying
numerosity representations overlap more in the ganf) the great numbers, as on a
compressed scale (logarithmic representation ofemasities with fixed noise).

Both propose that subitizing is estimation at ehhigyel of precision. However, they
diverge as regards the serial/parallel characterist the numerosity extraction process.
Although there is evidence suggesting that subigizelies on a parallel process (Dehaene &
Cohen, 1994; Vuilleumier & Rafal, 1999; Vuilleumi&rRafal, 2000), this is not conclusive
as to whether the approximate numerosity extractsomlso parallel. Indeed, as exposed
above, it is not clear whether subitizing relies mumerical estimation or not. We will
investigate the serial/parallel nature of approxemaumerical processing of large quantity,

and in particular estimation, in our second anditktudies (chapters 3 and 4).

1.8 INSIGHT FROM COMPUTATIONAL MODELS OF NUMERICAL
PROCESSING

Different computational models, like the paralleinmerosity detector model, have tried
to account for different effects reported in thenauical cognition literature at the behavioral
or neural level. We will briefly summarize how sowfethese models relate to some of these
effects, in particular the subitizing range in emuation and/or the distance and size effects in

numerical comparison.

1.8.1 Peterson and Simon’s model

Peterson & Simon (Peterson & Simon, 2000) developmuputational models that
seemed to suggest a range of 3 or 4 in a quardifyincess of sets of non-symbolic stimuli
(presented in a hypothetical 4 x 4 grid of possibtations in which up to 6 objects could be
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presented, or in a 6 x 6 grid with up to 8 object$lis range emerged from a pattern matching
model, suggesting that subitizing range is consd@i by the number of possible
configurations the network has to memorize to latatch input to stored configurations, this
number being much lower for up to 3 or 4 items, Aerdoming much larger as numerosity
increases. Results obtained with their simulatifiomther suggested that subitizing emerged
after pattern-response associations were learmedgh initial counting procedure. However,
as Zorzi and collaborators note (Zorzi, Stoianow®&ilta, 2005), this is difficult to reconcile
with findings that small numerosities can be susfigly discriminated by pre-verbal (and

therefore pre-counting) young infants (Xu & SpelR@0Q0; Lipton & Spelke, 2003).

1.8.2 Verguts and Fias’ model

Verguts and Fias (Verguts & Fias, 2004; VergutasF& Stevens, 2005) elaborated on
Dehaene and Changeux’s neuronal model (Dehaene &ndelix, 1993) to develop a
computational model of numerical processing of btm-symbolic and symbolic stimuli
(Fias & Verguts, 2004). They found that processihgon-symbolic stimuli by their network
(Verguts & Fias, 2004) showed strikingly similaracacteristics to those exhibited by
“number neurons” as reported by Nieder and collatoos (Nieder et al., 2002; Nieder &
Miller, 2004). Indeed, the network showed filtepperty, as well as increasing bandwidth as
numerosity increased, these two properties allowmgccount for the distance and size
effects respectively. These findings argue for emmessive logarithmic representation of
numerosity. As regards the hypothesis that subgiznight rely on numerical estimation,
tested numerosities of this computational model ahthe single neuron recordings both
ranged from 1 to 5, that is, mostly over the sabig range. In both cases (computational
model, and single neuron recordings), thereforey-synbolic input lead to behavioral
performance which obeyed Weber's law, but did nbows a clear discontinuity in
performance after 3 or 4 numerosities.

This study (Verguts & Fias, 2004) also showed thlaén symbolic input was fed into
the network in conjunction with non-symbolic inptihe network (same nodes) developed
capacities to process this symbolic input as wédiwever, output differed somewhat when
symbolic input was then used alone, being much mamecise and showing linear

characteristics (see Figure 1-11).

-44 -



1 CHAPTER 1: GENERAL INTRODUCTION

100

# 100 ® L

F p - +*1

é_ 4 . * 2

2 50 s 3 +*3 50
ki 4

H - Yo 9 &5

= 0 : ]
=

1 2 3 4 5 Mumerosity

Figure 1-11 Responses distributions of Verguts & Fias’s nenedvork. (eft graph) after non-symbolic input,
showing skewed response distributions which becoroeeasingly less precise as input numerosity eses
(suggesting logarithmic scaling);right graph) after symbolic input, showing more precise resgon
distributions of equal precision regardless of inpumerosity (suggesting linear scaling). Reproduftem
Verguts & Fias, 2004.

This brings evidence for the idea that a same kasa can deal with both non-symbolic and
symbolic stimuli and sub-serve both approximate exact numerical processing (Dehaene,
2007).

In this study, the authors (Verguts & Fias, 200®paargued against the idea that
numerosity extraction might be innate, using thguarent that their network learned quite
quickly how to discriminate numerosities, therefpreposing that sensitivity to numerosity
in babies and animals reflects use of an ontogemapidly learnable capacity. However, as
pointed out by Feigenson and collaborators (Femgn®ehaene, & Spelke, 2004b), the
initial structure of the network itself was designen a way that it already possessed
numerical properties.

In a follow-up study (Verguts et al.,, 2005), Vergywnd collaborators showed, with
symbolic input only, that learning was directlyateld to the frequency of exposure to the
different symbolic input (as modeled by correspagdio the frequency of occurrence of
numerals in every-day life, based on data from fmrostudy - Dehaene & Mehler, 1992).
They therefore argued that some effects are dueattching from number representation to
symbolic output, rather than to properties of thenber representation, therefore accounting
for effects reported in the literature but unexpdasi by previous numerical models (the
absence of a size effect in naming and parity juglgmas well as symmetries in priming
studies of number naming and parity judgment).

1.8.3 Zorzi and Butterworth’s model

A recent review of computational models of numdrimagnition (Zorzi et al., 2005)
compared the different models of underlying nunariepresentation, and also presented

evidence in favour of the numerical magnitude modarzi & Butterworth, 1999). This
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model assumes a linear representation of numerositywhich each numerosity set is
represented by a corresponding number of nodesydh a way that it contains the smaller
sub-sets, such as a “thermometer” representateenHgure 1-12.A.).

A
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A. Magnitude codi 4
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§ DOSCOODCOoCOC20 880000

Figure 1-12 Graphical representation qf\) magnitude coding (numerical magnitude model ofzZ&
Butterworth, 1999(B) compressed scaling (e.g. Log-Gaussian model of &&ha2007), andC) increasing
variability (preverbal counting model of Gallis&IGelman, 1992). Reproduced from Verguts et al320

In this way, larger numerosities are more simiks, they share more nodes that smaller
numerosities. This model therefore represents nositgrin a non-compressive way, and does
not assume scalar variability either, as the pimlecounting model does (Gallistel &

Gelman, 1992). The distance and size effects, wigiphesent asymmetric performance in the
classical comparison task, and which have prewohskn explained by asymmetry at the
representational level (compressive scale — Logs&an model Dehaene, 2007; scalar
variability — preverbal counting model Gallistel@elman, 1992), are explained in this model
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by the non-linearity of the response system, aridbhthe representation of numerosity itself
(see Figure 1-12 for a comparison of underlying euoal representation as modelled by the
magnitude model, the compressive scale model andatlar variability model).

This model successfully simulates the distance sapel effects in number comparison
(Zorzi & Butterworth, 1999), while also correctlymailating the distance-priming effect
(Zorzi, Stoianov, Priftis, & Umilta, 2003, cited Borzi et al., 2005) which is symmetric and
which the Log-Gaussian and scalar variability medehnnot account for. However, the
neural implementation of such a model seems coaflyif implies an equivalent number of
neurons to each numerosity, contrary to the LogsSiam model, for which a decreasing

number of neurons is needed as numerosity increases

1.8.4 Conclusion

In sum, different computational models yield inttieg results as concerns the
simulation of behavioural and neuronal performamdest of them simulate the approximate
characteristic of numerical processing, therefa@anting for several effects reported in the
literature (e.g. distance and size effects). Howetheir results do not allow disentangling of
different claims about the nature of the scalerafarlying representation of numerosity, that
is, whether it is compressive (supported not onferguts & Fias’ simulations as well as
Dehaene & Changeux’ simulations exposed in theipusvsection, but also by the single
neuron recordings in monkeys previously described)linear (supported by Zorzi &
Butterworth’s simulations). Moreover, and importgrfor one of our studies, they do not
provide a clear answer as to whether subitizinghinigly on numerical estimation. Indeed,
Peterson & Simon’s model suggested a discontinnityuantification between 3 or 4 items
and above, whereas Dehaene & Changeux’s simuladiohd/erguts & Fias’ showed no clear
discontinuity over the 1-5 range. Of course, théifierences might have depended on ghe
priori set by the models, as Peterson & Simon were stetdn simulating a discontinuity in
enumeration between exact and approximate perfarepavhereas Dehaene & Changeux and

Verguts & Fias were aiming to model only approxienptocesses.
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1.9 CONCLUSION AND AIMS OF OUR DIFFERENT STUDIES

Different studies have shown that human adultsgsssa basic approximate numerical
capacity which is relatively independent from laage, as it is shared with babies, non-
human animals, indigenous populations who do neg ltaunting series for quantities larger
than five, as well as brain-damaged patients wétbal deficits. Different imaging studies
converge with neuropsychological reports to shosvithplication of the parietal lobe, more
specifically the horizontal segment of the intraig@l sulcus (hIPS), in the use of this
“number sense”. Importantly, it has been showndanvolved in numerical judgments even
when stimuli are controlled for other possible paeters that usually co-vary with
numerosity, such as the area occupied by the immbte density of the items, therefore
reflecting a specifically numerical process. Altgbuthis process is independent from
language, language (or symbols in general) is rieagdeertain numerical tasks to express the
result of the quantification process. This is thasec in enumeration and estimation of
guantities. In these tasks, different processestlameght to be used: subitizing (exact
guantification of small quantities 1-3 or 4), caagt (exact quantification outside the
subitizing range), and estimation (approximate ¢jtieation outside the subitizing range).
However, it remains unclear whether subitizing &stimation truly represent two distinct
processes. It has been proposed that subitizingegepts estimation at a high level of
precision. Alternatively, similarly to infants ambn-human animals, human adults could
dispose of two separate numerical systems, oneatedi to small numerosities, and the other
to large numerosities. A third possibility is thettact quantification of small numerosities
relies on a more general process, not specifichéo numerical domain, but shared with
general visual processes for example, such aslvsilexing. With the aim of shedding some
light on this issue, we will directly test the hypesis that subitizing relies on numerical
estimation in our 1 experimental study (chapter 2). We will also irtigete processing of
small and large numerosities (subitizing and edtonain patients with visual extinction, to
see if quantification can occur without spatialeation, as has been suggested for small
numerosities by a previous study (chapters 3). Reroguestion that arises in the literature on
numerical cognition pertains to the nature of huradults’ approximate numerical capacity.
Does this process operate in a serial or para#ion? Do all elements of a visual set have to
be extracted one by one, with a serial preverbahting process, or in parallel, as suggested
by the Log-Gaussian model? We will turn to a neayspological patient whose serial visual

processing is disrupted to try to answer this qaesfocusing mainly on estimation, in our
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3 study (chapter 4). Finally, we will address a tséstion in our % study (chapter 5) which

concerns the use of symbols to express the outpthieobasic approximate quantification
process. Does this approximate mapping from quartot symbols require executive
functions, as it involves calibration which mighallcupon strategic processes? We will

investigate this question in a case study of &papresenting executive deficits.
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2 CHAPTER 2: DOES SUBITIZING REFLECT NUMERICAL BSITION?

2.1 ABSTRACT

Subitizing is the rapid and accurate enumerationsiofll sets (up to 3-4 items).
Although subitizing has been extensively studiettsiits first description nearly 100 years
ago, its underlying mechanisms remain debated. Qp®thesis proposes that subitizing
results from numerical estimation mechanisms whacleprding to Weber’s law, operate with
high precision for small numbers. Alternativelybgizing might rely on a distinct process
dedicated to small numerosities. In this study estetid the hypothesis of a shared estimation
system for small and large quantities in humantadiding a masked forced-choice paradigm
in which subjects named the numerosity of sets either 1-8 or 10-80 items, matched for
discrimination difficulty. Results showed a cleaplation of Weber's law, with a much
higher precision over numerosities 1-4 in compariso 10-40, thus refuting the single
estimation system hypothesis and supporting theomodf a dedicated mechanism for
apprehending small numerosities.
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2.2 INTRODUCTION

For nearly 100 years, the fast, accurate and segyreffortless enumeration of 1 to 3-4
items has presented an enigma to psychologistsa(fiirst account, see Bourdon, 1908).
Indeed, adults’ enumeration of a visual set of gehows a discontinuity between 3-4 items
and above. Numerosity naming is fast and accuatedts of 1 to 3-4 items, but suddenly
becomes slow and error prone beyond this rangeyisgoa linear increase of about 200-
400ms/item (e.g. Bourdon, 1908; Oyama et al., 198andler & Shebo, 1982; Trick &
Pylyshyn, 1994; Green & Bavelier, 2003; Green & &8@ar, 2006). This dissociation is held
to reflect two separate processes in exact enuimerasubitizing” for small numerosities and
counting for larger ones.

How subitizing operates remains debated. One vi®@pgses that subitizing reflects the
use of a numerical estimation procedure sharedrf@ll and large numbers (van Oeffelen &
Vos, 1982; Gallistel & Gelman, 1991; Dehaene & Gjeux, 1993; Izard, 2006). It is now
well demonstrated that subjects can quickly esentia¢ approximate quantity of a large array
of dots, without counting. This estimation is subjéo Weber's law: judgments become
increasingly less precise as numerosity increases the variability increases proportionally
to the mean response, such that numerosity digtaiion is determined by the ratio between
numbers (Gallistel & Gelman, 1992; Whalen et a@99; Cordes et al., 2001; Izard, 2006;
Piazza et al., 2004). Weber’s law can be accouimtedy a logarithmic internal number line
with fixed Gaussian noise (Dehaene, 2007) — a lngsod that we adopt here for simplicity of
exposition, although a similar account can be olethwith the “scalar variability” hypothesis
(noise proportional to the mean on a linear scailistel & Gelman, 1992).

Because Weber’'s law implies that the variabilitythe representation of small numbers
is low, it has been suggested that it may sufficexplain the subitizing/counting transition.
In an unlimited exact enumeration task, the hypgthis that subjects would first generate a
quick estimation, which would suffice to discrimiaaa numerosity from its neighbors1+1
andn-1 whenn is small, but would then have to switch to exaairtomg whenn is larger
than 3 or 4 and the estimation process becomesrtpecise to generate a reliable answer
(Dehaene & Cohen, 1994).

An alternative account postulates a cognitive meisna dedicated to small sets of
objects. Studies of numerosity discrimination iugg infants and animals have suggested the
existence of two different systems for small anthéanumerosities (for a review, see

Feigenson et al., 2004a). Although babies and dsinshow a ratio effect for the
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discrimination of large numerosities, under sonreurnstances their performance with small
numerosities (1-4) escapes Weber's law: they perfovell when the quantities to be
compared are smaller than 3 (or 4 for monkeys) peatormance falls down to chance level
when one of the numbers is larger than this limiten if the ratio is one at which they
succeed when both quantities are large.

These studies suggest a distinct system for smatienosities in infants, which is
supplemented for larger numerosities by an estonatystem similar to that found in adults.
Trick and Pylyshyn (Trick & Pylyshyn, 1994) haveoposed that a similar distinction exists
in adults, in whom a dedicated mechanism of vigudgxing would operate over small sets of
1 to 3-4 objects. This parallel tagging process ldidae pre-attentive, occurring at an early
stage of visual analysis during which objects agregated as individual entities. It would be
limited to 3 or 4 items, thus requiring a serigbldgment of attention to enumerate quantities
larger than 3 or 4, as reflected by the onset ohting in an enumeration task.

In summary, two prominent accounts of subitizingen@deen proposed: the hypothesis
of a single numerical estimation system commomitalkand large sets, and the hypothesis of
a tracking system dedicated to small sets. Theeptesxperiment was designed to separate
them. We reasoned that if subitizing relies on ntcak estimation, performance should be
similar in a naming task with numerosities 1-8 canggl to the same task with quantities 10-
80 (decades). If Weber’s law is all that mattenese numerosities should be strictly matched
for discrimination difficulty (same ratio betweerahd 2 versus 10 and 20, etc.; see Figure 2-
1).
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Figure 2-1 The naming tasks according to the log number liredeh an optimal response grid for the
logarithmic scale of underlying numerical repreation is depicted, where response criterion usetistinguish
between two adjacent response labels is optimddgen where the two underlying distribution curveset.
According to this model, numerosities from the fa8k(A) are of equivalent discrimination difficulty asote
from the 10-80 task (decadd8), and should thus lead to equivalent naming perfoomamattern, that is almost
flawless naming over the first numerosities of edabk (little underlying representation overlaphda

progressively less precise naming as numerosigaoh task increases (increase of overlap).

Therefore, once subjects are trained with usingy odecade numbers, the
disproportionately higher precision expected ower -4 range should also be seen in the 10-
40 range: we should see “subitizing” even for langenbers as long as they are sufficiently
discriminable. If this were not the case, it woualdarly indicate that Weber's law does not
suffice to account for subitizing, and that a distiprocess must be at play with numerosities
1-4.
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We further reasoned that if subitizing arises frapproximate estimation, its range
should be determined by subjects’ numerosity disiciation capacities (as measured in a
large-number comparison task). Specifically, suigjegith better discrimination capacities
should be more precise in both the 1-8 and 10-8@ingatasks, and in particular have a larger
subitizing range.

Our paradigm was designed so that conditions weeetical for the 1-8 and 10-80
naming tasks. To prevent counting, sub-groupingrahmetic-based strategies, stimuli were
masked and subjects responded within a short detgyortantly, we calibrated subjects, as
subjects spontaneously underestimate larger gigantiiut can be trained to accurately label
them (Izard, 2006). To reinforce this calibratioogess, we also gave feedback at the end of
each trial. Finally, because naming small quarstitsea much more familiar task than naming

decades, subjects were intensively trained.

2.3 METHOD

2.3.1 Subjects
18 right-handed subjects (8 men; mean age = 24a&ymnge 18-38) with no history of

neurological or psychiatric disease, and normatarected-to-normal vision, gave written

informed consent.

2.3.2 Tasks and procedure

Tasks were programmed using e-prime software ($Sd¢bneEschman, & Zuccolotto,
2002) and administered on a portable computer @dewing distance of 57 cm. Subjects

performed a comparison task and two naming tasks.

2.3.2.1 Dots Comparison task

Subjects were presented with two dot arrays, aé veejudge as accurately and as fast
as possible which one contained the most dots. @dsgn difficulty was manipulated by
having a reference numerosity (16 for half thelgri@2 for the other half) from which the
deviant could differ by one of 4 possible ratio€6], 1.13, 1.24, 1.33. These variables were
randomized across blocs. Subjects responded bgipgethe mouse button on the same side
as the larger array (using their left or right ire®). The dots, present on the screen until

subjects responded, were black and appeared inwtite discs on a black background on
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either side of a central white fixation spot (afeedelay of 1400 ms). On half the trials, dot
size of deviant clouds was held constant, and erother half, the area of the envelope of the
deviant clouds was held constant, whereas theemderstimuli varied on both parameters at
once. This was designed to prevent subjects frosinbaheir performance on these non-
numerical parameters. Subjects first performed raéiing trials with accuracy feedback.

They performed a total of 128 trials (32 trials peio category).

2.3.2.2 Naming tasks

Subjects performed two naming tasks, one with nosiges 1-8 and one with
numerosities 10-80 (decades), in two sessions ikchwvhoth tasks were administered. The
tasks order was counterbalanced across sessiosuaretts. Procedure was identical in both
tasks. Subjects were explicitly informed which qitees were going to be presented and
instructed to name the number of dots as accuraralyfast as possible, within one second
(otherwise trial would be discarded). They werstfgalibrated by being shown 16 examples
of the stimuli which consisted of random patterfisiots. In order to make sure subjects’
estimation was based on numerosity and not on abetinuous parameters, for both the
calibration and test trials stimuli were generatedhat half were of constant dots density and
the other half of constant dot size. During calilorm examples and the correct answer were
presented for up to 10 seconds according to thesttdneed. Test trials began with a central
cross which flashed twice to announce the arrivéhe dots, which was followed by a flicker
mask and finally a black screen (see Figure 2-2).
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Figure 2-2 (A) 1-8 naming test trial: after seeing a flashing sraibjects were shown groups of dots ranging
from 1 to 8 followed by a mask and had to nameptiesented numerosity as fast as possible usingslalte 8.
(B) 10-80 naming test trial: procedure was identicaleg that only numerosities 10-80 were presentetl an

subjects used only decades names 10-80 as labels.

Subjects responded using a microphone. Responses giithin one second were
entered by the experimenter using the keyboard satjects then received feedback (the
correct response was displayed if the responsdoéen incorrect). If responses exceeded one
second, a slide was displayed encouraging fastponses. Each numerosity was presented 5
times in random order. This procedure (includingeation) constituted one bloc (40 trials),
and subjects performed 4 blocs of each test in sas$ion for a total of 8 blocs (320 trials, 40
presentations of each numerosity) over the twoi@essThe first two blocs of each test were
discarded as training, and analysis was thereforgeld to a maximum of 160 trials per test
(20 trials/numerosity/test or less if subjects cegjed too slowly on some trials).

For analysis, error rate, mean response time (Ri9an response, and variation
coefficient (SD of response/mean response) wereuledéd for each numerosity and each
subject. Scalar variability and Weber’s law ardeced by a stable variation coefficient (VC)
across numerosities (Whalen et al., 1999; Cordes.,e2001; Izard, 2006), and the VC thus
gives an indication of the overall precision of tirederlying numerical representation (lzard,
2006).
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2.4 RESULTS AND DISCUSSION

2.4.1 Dots Comparison Task

Accuracy was used to calculate the estimate ofitkernal Weber Fractionw), a
measure of the precision of underlying numericgresentation, for each subject, using a
method previously described (maximum likelihoodisienn model, Supplemental Data from
Piazza et al., 2004). This basically estimatesSheof the theoretical Gaussian distribution of
underlying numerosity on a log scale (see Figutg. Meanw across subjects was 0.180=
0.06, median = 0.16). Subjects were divided by mrediplit into two groups according to
their discrimination precision: lowy> 0.16; 7 subjects) and higlv &= 0.16; 11 subjects).
The two groups did not differ on overall R{{16) = 1.50p = .15).

2.4.2 Numerosity Naming Tasks

Few trials were excluded because of excessive RF télsk: meanN) = 3.44,SD =
2.31; 10-80 taskv = 6.78,SD = 3.95). For each task, preliminary ANOVAs showieat the
data was similar for error rate, RT and VC acraskeogroups, session and type of control;
data was therefore collapsed across these fadtbesdata was then analysed ina 2 x 2 x 8
ANOVA with factors of numerosity range (1-8 vs. &0}, discrimination precision group

(low vs. high) and rank-order numerosity (1 or 2@y 20, etc, until 8 or 80).

- B8 -



2 CHAPTER 2: DOES SUBITIZING REFLECT NUMERICAL BSITION?

18 Naming 10-80 Naming
1) B
100 100
" 75 1 FE)
=]
= &0 S0
i
# 25 25
0b— s e
1 23456 7T 8 10 20 30 40 50 60 Y0 80
Mumerosity Murmer osity
C D
L1k}
E
t, 800 800
(%)
=
[m]
[
2 gO0 00
sl
=
[1x]
[i]
= 400 400
1 23456 7 8 10 20 30 4050 60 70 &0
E F
w 8 &0 L
é 5 E0 i B0%
(]
r 4 40 il
= 40%
o 2 20
= T | ik
1 23456 7 8 10 20 30 4050 60 70 &0
G H
- 0.3 0.3
I
[
£ 0z 02
=]
o
£ 04 {1 01
ki
1 23456 7 8 10 20 30 40 50 60 70 S0

Figure 2-3 Results of the two tasks for which subjects namedntties of dots 1-8 or 10-80 (decades).
Percentage of errora\( 1-8; B: 10-80), response tim&( 1-8; D: 10-80), mean responsk:(1-8; F: 10-80) and
variation coefficient G: 1-8; H: 10-80) are plotted against presented numerositlyadl show a clear advantage
for the 1-4 range but not for the 10-40 range. Ebars represertl standard error; in response graphsi(-8;
F: 10-80), dotted line indicates ideal performanod aar on right indicates response frequency iatigal to

total number of responses.
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2.4.2.1 Error rate

Error rate was significantly lower in the 1-8 rar{lye= 21%,SD = 7%) compared to the
10-80 rangeNl = 51%,SD = 6%) (1, 256) = 518.32p < 0.0001), and in subjects from the
high precision groupM = 32%,SD = 4%) compared to the low groull & 39%,SD = 2%)
(F(1, 256) = 30.06p < 0.0001); there was also a significant effectawk-order (7, 256) =
104.49,p < 0.0001), error rate being lower for small nunséres within each range.

Crucially, the interaction between range and rardeo was highly significantH(7,
256) = 32.64p < 0.0001), thus violating the prediction of a dan$ performance in both
ranges, as derived from Weber's law. In the 1-8earrrors were essentially absent for
numerosities 1-4, and began to rise steeply fromarasity 5 (see Figure 2-3.A). By contrast,
in the 10-80 range, errors were frequent even dionerosities 20 and 30 (see Figure 2-3.B).

The group factor interacted significantly with raoider (7, 256) = 3.65p < .001), as
error rate was lower for subjects with high premisin numerical comparison particularly for
ranks 6-8. The triple interaction was also sigaific (7, 256) = 4.17p < .0005), subjects
with high precision making less errors especiallyhie large task over most numerosities and
in the small task over numerosities 5-7. Importgrttiere was no difference between groups
in the 1-4 range.

In sum, results showed a clear difference betwbenlt8 and 10-80 tasks, error rate
being much lower in the 1-8 task especially for bens 1-4. Numerosities from the 10-40
range yielded many more errors than those fromltderange, and did not show a clear
discontinuity with the following numerosities, iomrast to the 1-8 task. Also, subjects with a
higher discrimination precision made fewer erraspecially in the 10-80 task and only

outside the subitizing range in the 1-8 task.

2.4.2.2 Response Times

Results revealed a main effect of rang€l( 256) = 517.40p < 0.0001), RTs being
faster in the 1-8 rang®/= 588 msSD = 32 ms) compared to the 10-80 rane= 737 ms,
SD = 44 ms). Subjects with a high discrimination js&n were slightly slower\] = 672 ms,
SD= 30 ms) than those with a low precisidm £ 655 msSD= 41 ms) (1, 256) = 8.09p <
.005). There was also a main effect of rank-ord€i7,(256) = 31.36p < 0.0001), RTs
increasing from 1-5, then stabilizing. Cruciallyraange by rank-order interactioR(7, 256) =
27.14,p < 0.0001) again showed differential processinthefsmall numbers 1-4, with much
faster RTs than either the numbers 5-8 or 10-86 EBgure 2-3.C and 2-3.D). This result
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again shows a distinct processing within the szibigy range, contrary to predictions derived
from Weber’s law.

Finally, range also interacted with group(1, 256) = 9.03p < .005) as subjects with
high precision were slightly sloweki(= 751 msSD = 36 ms) than those with a low precision
(M =715,SD= 48 ms) in the 10-80 task only. All other effeatsre non significant.

In sum, clear differences were again seen betweerl#8 and 10-80 ranges, subjects
being much faster in the first than in the secomd showing a “subitizing effect” only over
the 1-4 range. Also, discrimination precision omfluenced performance in the 10-80 task,
suggesting that variability in the 1-8 range wawvegoned by other principles than large-

number estimation accuracy.

2.4.2.3 Mean response and variation coefficient (VC)

In both 1-8 and 10-80 ranges, mean response w&s ¢jose to the correct one, and
variability in responses increased as numerostseases, a signature of estimation processes
(see Figure 2-3.E and 2-3.F). However, a cleardsoimg of the response range appeared
already at numerosity 20 in the 10-80 range, wiseeaeeomparable broadening did not appear
until much later (from numerosity 5) in the 1-8 gan

To validate these observations statistically, wgngated mean response and SD of
responses by fitting the cumulative response bigtion for each numerosity and each subject
with the cumulative of a Gaussian distribution fuoe. Fitting was overall excellent for both
the 1-8 range(R2: M = 1.00,SD = 0.00) and the 10-80 range (R¥:= .99,SD = .006),
except for extreme numerosities for which it wametmes disrupted because of anchoring
effects (very little response variability). Extremaemerosities were therefore excluded from
the VC analyses for both ranges, and data wergsethin a 2 x 2 x 6 ANOVA with factors
of range, group and rank-order numerosity.

There was a main effect of rang&(1, 192) = 636.25p < 0.0001), VC being much
lower in the 1-8 rangeM = 0.05,SD = 0.02) compared to the 10-80 ranie £ 0.23,SD =
0.04). There was a trend towards a main effecaok-+order E(5, 192) = 2.31p = .05), VC
being lower for the extreme numerosities, presugndbke to a remaining anchoring effect.
Crucially, a range by rank-order interaction wasiagobserved K(5, 192) = 26.52p <
0.0001), VC being drastically lower in the 1-4 rarepmpared to the 5-8 range, while no such
effect was seen for the 10-40 versus 50-80 (FigeBes and 2-3.H).

® Variability in response was null for most subjefcisnumerosities 1 to 4, resulting in a null véioa
coefficient without fitting response distributioimsthese cases.
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A main effect of groupK(1, 192) = 25.45p < 0.0001) indicated that subjects with a
high precision had a lower V@/(= 0.13,SD = 0.03) than subjects with a low precisidh £
0.16, SD = 0.02). No group by range interaction or triph¢eraction was found; however,
subjects with a higher precision had a lower VCrawemerosities 20-7Q((L6) = -2.27,p <
0.05) and 5-7t(16) = -4.62p < 0.0001), but not 2-4(16) = -0.74p = 0.47), (see Figure 2-
4).

A B
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Figure 2-4 Variation coefficient according to discriminationegision group (Low Precision or High Precision),
showing a higher naming precision (lower variattmefficient) for subjects from the High Precisiamgp only
for numerosities 5 and above in the 1-8 rafeand over most numerosities in the 10-80 ram)eKrror bars

represeni1 standard error.

In summary, responses showed an abrupt increassiability between numerosities 4
and 5, not expected from a purely Weberian estongpirocess. No such discontinuity was
found in the 10-80 range. Also, subjects with ahbrgdiscrimination precision had a lower

VC, particularly in the 10-80 range and outsidegtbitizing range in the 1-8 range.

2.4.3 Predictors of subitizing range and response p  recision

Correlation analyses were conducted to further aepthe links between different

measures of response precision, and the resulfgesented in Table 2-1.
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Dots 1-8 10-80
Comparison Naming Naming
RT VC VC VC VC
" Range 2-7 24 5-7  20-70
Dots Comparison w 1 ~03 .68 27 .76 42
P (92) (<01) (28) (<.01)  (.08)
-08 36 -22  -31
RT Range Lo76) (16) (41 (22
69 98 80
VC 2-7
1-8 Naming (p<.01) (p<5-$1) (p<5-21)
Ve b <o) (<09)
78
VC 5-7 oo
10-80 Naming VC 20-70 1

Table 2-1 Correlations between measures from the differeskstaP-values are indicated in parentheses.
Significant correlationsp(< .01 orp < .05) are in boldw = estimated internal Weber fraction, RT = Response

Time, VC = Variation Coefficient.

First we determined a subitizing range for eachjemtbusing the data from the 1-8
naming task. The subitizing range was estimateditipg the full RT curve (excluding
numerosity 8) with a sigmoid function of numerosiand taking the inflexion point of that
curve (called “RT range” in Table 2-1; one outlgrbject was excluded). Data fitting was
excellent (mea®® = .91,SD = .12) and yielded a mean subitizing range of 48= 0.25§.
The validity of this measure was further demonsttdby its significant correlation across
subjects with another classical measure of thetigirg range, the onset of the linear increase
in RT in an unmasked timed numerosity naming fask= .62,p < .01). If subitizing is due to
a single process of estimation for small and lamgmbers, subitizing range, Weber fraction in
numerosity comparison, and precision of numerosdyning should be tightly correlated
across subjects. Contrary to this prediction, s@ibg range did not correlate with
discrimination precisionw), nor with other naming precision measures (1-8 280 VC)
(see Table 2-1).

® See graphs of the fit for each subject in Apperidix

” In another task, subjects enumerated 1-8 dots@sately and as fast as possible. Stimuli resedrthiese of
the 1-8 naming task, but weren't masked and wezegmted for up to 10 seconds. Correct RTs weeglfitith a
four-parameter hyperbola, with a horizontal asyrtg{oorresponding to subitizing performance) andlaique
asymptote (counting performance); subitizing rawge determined as the numerosity where the two pstin
lines intersected.
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Table 2-1 also shows the correlations betweemd VC over the 1-8 and 10-80 ranges.
Correlation betweenv and VC from the 1-8 task was significant, subjeetth a higher
discrimination precision also having a higher 1a&8ning precision. Given the big difference
between VC in the 1-4 and 5-8 ranges (see mairysiegl correlations were also calculated
separately for these ranges and showed that egtimaiecision correlated significantly with
discrimination precision only in the 5-7 range. @tation betweenv and VC from the 10-80
task was also positive but non significant. As eveuld expect, VC measures correlated
significantly with one another. Importantly, coatbn of VC in the 10-80 task was higher
with the 5-7 range VC than with the 2-4 range.

2.5 DISCUSSION AND CONCLUSIONS

Subjects performed a non-symbolic numerosity compartask, allowing us to measure
the precision of numerosity discrimination (intdri&eber Fractionw), as well as two
numerosity naming tasks, each covering a differange of numerosities matched for ratios
(1-8 and 10-80). In conflict with Weber’'s law, but agreement with the hypothesis of a
dedicated process for small numbers, various meagerealed a disproportionate precision
in the range of numerosities 1-4. Variation coédfit approached zero for these numerosities,
indicating null or very little variability in respe, errors being exceedingly rare. In contrast,
there was no clear advantage over the 10-40 ramghe 10-80 task. In particular, the
variation coefficient was very high, reflecting@ns and high response variability.

Analyses of inter-individual variability confirmethe special status of the subitizing
range. Subjects with a high precision in discritiora of large numerosities made fewer
errors (in the 10-80 task over most numerosities ianthe 1-8 task outside the subitizing
range) and were overall more precise than thosé witlow discrimination precision.
However, the subitizing range did not correlatdaitwith discrimination precision, or with
naming precision.

In sum, the clear difference in performance patteamoss the two naming ranges, with a
unique advantage for numerosities in the subitiziagge, and the absence of correlation
between subitizing and large-number performancengty suggest that there is a separate
system dedicated to small numerosities (1-4), andgginst the hypothesis that subitizing is
estimation at a high level of precision (van Oeffe& Vos, 1982; Gallistel & Gelman, 1991,
Dehaene & Changeux, 1993). Our results are inwitk young infant and animal studies,
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which provide evidence for a separate apprehensi@mall quantities in these populations
(for a review, see Feigenson et al., 2004a).

Our study also allowed us to investigate the ligkw®en numerosity comparison and
numerosity naming. According to the log number Imedel (Dehaene & Changeux, 1993;
Izard, 2006; see Figure 2-1), a single parameher riternal Weber fraction, should directly
influence both tasks. Our data support this hymthas subjects with a higher discrimination
precision were also more precise in naming. Thesults are in line with a recent
mathematical theory that shows how performanceRiha@urves in those classical numerical
tasks can be derived from first principles basedhenlog number line hypothesis (Dehaene,
2007).

Our data contrasts with those of Cordes et al. {€oret al., 2001), who found no
difference in variation coefficient within and ouls the subitizing range and therefore argued
for a continuous representation of small and lamgeerosities. Although our data suggest a
distinct exact system for small numerosities, passible both approximate and exact systems
co-exist for small numerosities, but that their depends on task conditions. In Cordes et
al.’s study (Cordes et al., 2001) stimuli were Acaumerals and responses were non-verbal
fast tapping. Perhaps there is a separate systethdoapprehension of small numerosities
which predominates in situations of parallel vispatception.

Importantly, for both naming tasks, subjects hadnbmtensively trained and received
regular feedback to counter a possible effect wiilfarity with naming smaller numerosities.
Although one could object that this training wah stsufficient, the clear discontinuity in the
1-8 task between numerosities 1-4 and 5-8 woulll séed to be explained. Such a
discontinuity is perhaps not surprising in RTs inclassical subitizing task (unlimited
presentation), because subjects are thought tatssitategies and start counting at about 4 or
5 items (Piazza et al., 2003). However, in our wtude masking and short response delay
prevented subjects from counting, and indeed R®svell no serial increase whether in the
subitizing range (1-4) or in the counting range8j5Because counting was prevented, tenants
of the subitizing-as-estimation hypothesis wouldento argue that the entire curve over the
1-8 range was due to numerosity estimation — yetréisults clearly indicate that estimation
was drastically more precise over the range 1-4 theer the range 1-5, in disagreement with
a system obeying Weber’'s law. Current models of enasity estimation, such as Dehaene
and Changeux’s (Dehaene & Changeux, 1993) or Vergad Fias' (Verguts & Fias, 2004)
model, show Weber’s law even in the small numbegeaand are thus unable to account for

the present data with a single process.
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Although our study argues against estimation as dimderlying mechanism of
subitizing, the question remains open as to wheshbitizing relies on a domain-specific
numericalprocess or on a domain-general cognitive proddéxXsyears after its discovery, the
mechanisms of subitizing remain as mysterious as -e\but we now know that they are not

based on a Weberian estimation process.
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3.1 ABSTRACT

Patients with visual extinction have been showprticess some characteristics of items
that are extinguished in a localisation task. Tgasticular deficit therefore proves to be a
useful tool to determine what information may bdrasted independently from spatial
attention. Here, we apply this logic to investiggieocesses of numerosity extraction
(subitizing and estimation). Subitizing (the fastiaaccurate enumeration of small quantities
of items) has been reported to be globally spargzhtients with visual extinction, arguing for
a parallel mechanism which can operate withoutigipattention. In the present study of two
patients presenting visual extinction, we replidat@s finding while ensuring that canonical
pattern recognition was not used rather than sihitper se We also investigated numerical
processing of large quantities in one of theseeptdi Results suggested that numerical
estimation of large quantities cannot operate ieddpntly from spatial attention when
stimuli form two separate objects which stronglynpete for attention. We discuss these
results in relation to models of numerical procegsi
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3.2 INTRODUCTION

Neglect patients sometimes present “extinctiondf 1B, they fail to attend to a stimulus
presented in the hemifield contralateral to theisidn when a competing stimulus is
simultaneously presented in the ispilateral fieddy( Karnath, 1988). Some manipulations of
stimuli have been shown to influence extinctionduang or even eliminating it, when
perceptual grouping occurs (for e.g. through ceHlimty, connectedness, or surroundedness;
Humphreys, 1998).

In this line of research, one study revealed tha#iepts presenting visual extinction were
able to some extent to report the number of itemesgnted over the whole visual field
(Vuilleumier & Rafal, 1999; Vuilleumier & Rafal, D). That is, left items were taken into
account to determine how many items had been piexsen both fields, although patients
were rarely able to localise them (extinction).sTimeans that a difference in task demands, as
opposed to a difference in stimuli, can also inflces extinction, through a similar process to
perceptual grouping (Driver & Vuilleumier, 2001)hi$ study used small quantities (2 and 4
items), and therefore suggests that enumeratiosnadll quantities,subitizing does not
require spatial attention. Subitizing is the fastl accurate enumeration of 1-3 or 4 items, and
is thought to rely on a parallel pre-attentive @sx; therefore differing from counting, which
calls upon a serial displacement of visual attenfimm item to item (Trick & Pylyshyn,
1994; Piazza et al., 2003). Indeed, response tgnew a discontinuity between the subitizing
range and above, with a much steeper and linealseasing slope outside the subitizing
range, reflecting use of serial counting (e.g. K &cPylyshyn, 1994; Mandler & Shebo, 1982;
Chi & Klahr, 1975). Moreover, subitizing is disreplt in conditions which prevent parallel
processing (Trick & Pylyshyn, 1993), indicating tifitarelies on such a pre-attentive process.
Therefore, patients with visual extinction may @éve these small quantities as “a set of 2 (or
4)", rather than 2 (or 4) individual items whichngpete for attention (Vuilleumier & Rafal,
1999), similarly to the effect of perceptual graugi

Although subitizing is an enumeration processsiunclear whether it results from a
domain-specific numerical process (Dehaene & Coti®A84; Dehaene & Changeux, 1993;
van Oeffelen & Vos, 1982; Gallistel & Gelman, 199by whether it relies on general
properties of the visual system (Trick & Pylyshyi$§94). Indeed, one model of subitizing
(Trick & Pylyshyn, 1994) proposes that it relies waual indexing, which is the process by
which elements of a visual scene are “pointed airaearly stage of visual analysis. Visual
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indexing would have a limited capacity (4; Pylysi&rStorm, 1988; Pylyshyn, 2000) which
coincides well with the subitizing range (3 or 4).

Another model proposed that subitizing relies ooogmition of canonical patterns
(Mandler & Shebo, 1982): 2 dots can be seen agsepting a line, 3 dots most often form a
triangle, and four dots, a square. From numerdsignd on, the correspondence between
numerosity and a single canonical pattern is ngdomossible. Therefore, subjects could use
pattern recognition up to numerosity 4 to accuyageld quickly enumerate items, and then
switch to counting. This theory has however begected, as lines of 3 or 4 dots can be
subitized (Atkinson et al., 1976a; Atkinson et 4B76b; Starkey & Cooper, 1995).

However, of importance for our study, the invedima of subitizing in patients with
visual extinction used only numerosity 2 (whichnera line) and numerosity 4 disposed as a
symmetrical square pattern (Vuilleumier & Rafal,929 Vuilleumier & Rafal, 2000).
Therefore, canonical pattern recognition might hagen used by these patients, rather than
subitizing per se(Piazza, 2003). We address this issue in the fiest of our study, by
comparing enumeration in patients with visual estton with line, random and canonical
shape patterns of dots. Given the evidence thatizolf relies on a pre-attentive process
(Trick & Pylyshyn, 1993), and the fact that symmgedoes not improve enumeration time in
the subitizing range (in contrast to the countiagge: Howe & Jung, 1987), we hypothesized
that patients with visual extinction would be abdesubitize lines and random asymmetrical
patterns.

Another question which arises, and which we addresise second part of our study, is
whether extraction of large quantities (a domaieefic numerical process) might operate
without spatial attention. Estimation is an appneaie numerical process which is thought by
some researchers to operate in parallel (Dehae@Gbaageux, 1993), whereas others view it
as a serial process (pre-verbal counting: Gall&t&elman, 1992). Estimation is thought to
rely on a non-verbal amodal approximate quantitycpssing capacity, which adults share
with non-human animals and pre-verbal infants éareview, see Feigenson et al., 2004a).
This core approximate quantity system is thoughiesub-served by the parietal lobes, more
specifically the hIPS (horizontal segment of thedfParietal Sulcus) bilaterally (Dehaene et
al., 2003). This region could be spared in negbetients, as this disorder occurs most often
after right lateralized lesions which involve drfat parietal areas (such as the inferior
parietal lobule or the temporoparietal junctiorg. éort et al, 2003; Vallar & Perani, 1986;
or, for recent strong evidence of the importancefroihto-parietal connexions in neglect, see
Thiebaut de Schottest al, 2005).
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We therefore tested numerical estimation of largangjties in one patient with visual
extinction. First, we reasoned that estimation &hbe spared in the intact visual field, due to
the difference in parietal regions involved in sglaattention and numerical processing. We
further reasoned that if estimation does not regsjratial attention, it should also be spared in
the extinguished visual field. This finding wouldgae for a pre-attentive (parallel) process.
Finally, as mentioned above, it is know that extort can be reduced or even eliminated
when perceptual grouping occurs (Humphreys, 1988)entral cloud of dots could perhaps
be perceived as an object through perceptual gnguply proximity, as opposed to the
condition where two separate clouds of dots aregmted (one on the left, and the other on
the right, but with a larger distance in betwedi: land right-sided dots than for the central
cloud). We therefore used these two presentatictesito see if it would influence estimation

performance.

3.3 EXPERIMENT 1: SMALL NUMEROSITY PROCESSING

For this experiment, we report data collected ftam different patients, JM and FC.

3.3.1 Patient JM: methods and results

3.3.1.1 Case description

We examined a 79 year-old right-handed patient wiaod obtained a master in
education, worked as a museum curator, and whoretaed but working as a volunteer for
an international organisation. About two weeks ptasting, she presented several episodes
of confusion which led to her hospitalisation, dgriwhich she was found to present a left
sensory-motor hemiparesis, a left inferior quadpsie and a left neglect syndrome. Brain
imaging (see Figure 3-1) revealed a cerebral rigbsterior temporo-parietal vascular

infarction due to an embolism, as well as an andefhcerebellar infarction.
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Figure 3-1 Structural imagery of patient JM’'s brain showingarietal and temporal posterior right cerebral

vascular infarction.A) MRI. (B) CT-scan.

A neuropsychological examination carried out abong week before numerical tests were
conducted revealed important signs of spatial (boehtred) neglect affecting performance in
several tasks: in two cancellation tasks (Bells, t€gauthier, Dehaut, & Joanette, 1989; Ota
test, Ota, Fujii, Suzuki, Fukatsu, & Yamadori, 2P@ie patient started cancelling items on
the right, and omitted many items in the left spatdisecting lines, she placed the middle of
the line further to the right than it should bedlily, she presented spatial dyslexia, omitting
words on the left of the page, although this cdugdcountered by strong verbal prompting.
Multimodal extinction (visual, auditory and tac)ias also present. Additionally, the patient
presented signs of constructive apraxia, psychomsltawing, as well as discrete signs of
executive dysfunction. In sum, results were conppatiwith a right fronto-parietal
disturbance, disrupting the spatial attention nekwdhe patient gave her informed oral
consent prior to her inclusion in the study, arstitgy was conducted over 5 sessions spaced

over a 2 week period.
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3.3.1.2 Enumeration vs. localisation of small quantities of dots

3.3.1.2.1METHOD

Both tasks were administered with exactly the satimeuli and in the same conditions.
Only instructions varied. In the localisation tagle patient was instructed to localise the sets
of dots as having appeared on both sides of a giregeentral fixation cross, on its left side,
or on its right side. In the enumeration task, slas asked to name the quantity of dots
present in the set (2, 3 or 4). The enumeratiok weess administered first, to ensure that a
better performance in this task (as hypothesized)dcnot result from familiarity with the
stimuli or attention being brought to the left @dling instructions from the localisation task.
Stimuli consisted of sets of black dots on a wbhiekground, and contained 2, 3 or 4 dots.
Dots always appeared either in left space, rigatspor bilaterally. They were arranged in
different patterns according to 3 different coratis, in a virtual 3 (lines) by 8 (columns) grid.
Half the columns were situated on the left parthaf screen, and the other half on the right,
leaving an empty middle column of a width of ab86t In the first condition, dots formed
canonical shape< dots forming a line, 3 dots a triangle, andofsda square. In the second
condition, dots formed a horizontkhe. In the last condition, dots formed pseudodom
patterns, using predetermined patterns controlledever form a line or canonical shape.
Given that numerosity 2 always forms a line, weduaeagreater distance between dots in the
condition “random” to distinguish this conditiorom the two others, reasoning that canonical
shapel/line perception is less evident when distdreteveen the two dots is larger (less
perceptual grouping). Again concerning numerosjtwe used horizontal lines in the “line”
condition, and diagonals in the “canonical shaperidition, to distinguish them, reasoning
that a horizontal line was more representative tiha that a diagonal (see Figure 3-2 for

examples of the stimuli in the bilateral condition)
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Figure 3-2 Example of stimuli from Experiment 1 (from the béeal condition only). The first line depicts
stimuli taken from the condition “canonical shapiie second shows examples taken from the condiiioef,
and the third represents examples from the comditimandom”. The first column shows examples for
numerosity 2, the second for numerosity 3 and hiivel for numerosity 4. The fixation cross is depittn the
examples but only preceded stimuli presentatichértests.

During each trial, a black fixation cross (of a thicand height of 0.5° of visual angle)
flashed twice on a white background (duration cf tnoss presentations and empty white
backgrounds were each of 250 ms) and was followeal $et of black dots (presented for 400
ms; visual angle of dots was of 2.2° of width amight). Each half of the total grid (left or
right space) subtended 12.4° of width and 13° gjtiteand distance between columns was of
1.2°, and distance between lines of 3.2°. Aftanati presentation, the screen remained white
until the patient’s response which was enterechyetxperimenter using the keyboard, before
moving on to the next trial. Duration of the setdofts was determined before the tests were
administered by presenting a small sample of theesstimuli bilaterally, in the left field, or
in the right field, and asking the patient to lasalthe dots with regards to the preceding
central fixation cross by responding “both sideé$ft” or “right”. This was repeated with
different durations, in order to determine a damafior which extinction occurred. The patient

performed the task at a distance of about 57 cm fitte screen. For each task, there were 8
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stimuli in each condition for each numerosity arathe space, except for the conditions
random and line for numerosity 4 presented billieran which there were 9 stimuli. For
each task, there were 110 trials in the first bsord 108 in the second, amounting to a total of

218 trials. Variables were distributed randomlyhwiteach bloc.

3.3.1.2.2ACCURACY RESULTS

Accuracy was analysed using tests to compare results according to the task
(localisation vs. enumeration), across the differmynditions. First, accuracy was analysed
for each space separately, across numerositiety/pesl of patterns.

3.3.1.22.1 Effect of task in relation to space

Task had a significant effect only in bilateral epaln both left and right space,
localisation (left: 56%; right: 89%) was thereforat significantly different from enumeration
(left: 46%; right: 83%) (lefty?(1) = 1.12,p = .34, right;x3(1) = 1,p = .35). Importantly, in the
bilateral condition, performance in localisatioropped to 0% reflecting extinction, and in
contrast, performance was much higher in enumergd®%) (1) = 42.80,p < .001).
Looking only at results from the bilateral conditjove further examined the effect of task

according first to type of pattern, and then to eupsity, and finally to both.

3.3.1.2.2.2 Bilateral space: Effect of task in relation to type of pattern and numer osity

All results from the bilateral space are preseirietable 3-1.

° Responses showed a typical extinction pattermast errors (96%) consisted in “right” responses.
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Accuracy (%) Task 2° value p-value
Localisation Enumeration (df = 1) (bilateral)
Type of pattern
Canonical shape ** 0 50 16.00 <.001
Line ** 0 54 16.55 <.001
Random ** 0 39 10.44 <.005
Numer osity
2 ** 0 86 34.29 <.001
3 ** 0 46 14.27 <.001
4 0 12 3.18 24
Numer osity 2
Canonical shape ** 0 75 9.60 <.01
Line ** 0 100 15.00 <.00%
Random ** 0 83 10.37 <.005
Numerosity 3
Canonical shape * 0 63 7.27 < 05
Line * 0 63 7.27 < .03
Random 0 13 1.07 1
Numer osity 4
Canonical shape 0 13 1.07 31
Line 0 0 - -
Random 0 22 2.25 V.4

Legend: (*) = patient significantly differs from ewols' at p < .05; (**) at p < .01%)(= Fisher's exact test

Table 3-1 Patient JM’s performance in localisation and enatien of small quantities presented bilaterally,
according to type of pattern and numerosity.

The patient’s accuracy in the localisation task alasys lower than in the enumeration
task, and this difference was significant for altele types of patterns. Looking at different
numerosities, localisation always led to less ameuperformance than enumeration, but this
difference was significant only for numerosities&d 3. Accuracy scores showing influence
of pattern type for each numerosity separatelhahilateral space are reported in Table 3-1

and Figure 3-3, contrasting performance in lociabsaand enumeration.
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Figure 3-3 Patient JM’'s performance in localisation (Loc.) esumeration (Enum.) of small sets of items
presented bilaterally, as a function of numero@ity2 items;B. 3 items;C. 4 items) and pattern type (canonical

shape, line, or random)

Analyses revealed, for numerosity 2, that task aaignificant effect for each type of
pattern. For numerosity 3, task effect was sigaificonly for canonical shape and line
patterns, not for random pattern. Finally, for nuoséy 4, task had no significant effect,

independently from pattern type.

3.3.1.2.2.3 Left space: Effect of task in relation to type of pattern and numer osity

All results from the left space are presented ibl@8-2.

Accuracy (% correct) Task 7° value p-value
Localisation Enumeration (df =1) (bilateral)
L eft Space
Type of pattern
Canonical shape 56 50 0.12 .73
Line 56 37 1.32 .25
Random 56 50 0.15 .70
Numerosity
2 57 88 3.88 16
3 60 59 0.01 .96
4 ** 52 0 15.49 <.001
Numerosity 2
Canonical shape 50 100 2.86 20
Line 33 67 0.90 .55
Random 80 100 1.53 42
Numerosity 3
Canonical shape 80 75 0.04 81
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(Table 3-2 continued)

Accuracy (% correct) Task 2% value p-value
Localisation Enumeration (df =1) (bilateral)
L eft Space
Numerosity 3
Line 83 43 2.24 29
Random 0 57 3.59 19
Numerosity 4
Canonical shape 43 0 4.29 .08
Line 43 0 3.34 19
Random ** 71 0 8.57 <.0d
Right Space
Type of pattern
Canonical shape 92 92 0 81
Line ** 100 74 7.18 <.00%
Random 75 83 0.51 .48
Numerosity
2 88 96 1 6%
3 96 92 0.36 £
4 83 63 2.64 19
Numerosity 2
Canonical shape 88 88 0 81
Line 100 100 - -
Random 75 100 2.29 A&7
Numerosity 3
Canonical shape 88 100 1.07 81
Line 100 100 - -
Random 100 75 2.29 47
Numerosity 4
Canonical shape 100 88 1.07 81
Line ** 100 25 9.60 <.0%
Random 50 75 1.07 61

Legend: (*) = patient significantly differs from ewols' at p < .05; (**) at p < .01%)(= Fisher's exact test

Table 3-2 Patient JM’s performance in localisation and enatien of small quantities presented in left and

right space, according to type of pattern and nosigy.

The patient’s accuracy in the localisation task i significantly differ from accuracy
in the enumeration task for all three pattern typexking at different numerosities, there
was again no significant effect of task, exceptrfomerosity 4, for which localisation led to a
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significantly better performance than enumerati@ocuracy scores showing influence of
pattern type for each numerosity separately inléiftespace are also reported in Table 3-2,
contrasting performance in localisation and enuti@raThere were no significant effects,
except an effect of task for numerosity 4 with mamdpatterns only, as enumeration was

much lower than localisation in this condition.

3.3.1.2.2.4 Right space: Effect of task in relation to type of pattern and numerosity

All results from the right space are presentedabl& 3-2. The patient’s accuracy in the
localisation task did not significantly differ froraccuracy in the enumeration task for
canonical shape and random patterns; however, With patterns, localisation led to
significantly better performance than enumeratiomoking at different numerosities, there
was no significant effect of task. Accuracy scahewing influence of pattern type for each
numerosity separately in the right space are abgmorted in Table 3-2, contrasting
performance in localisation and enumeration. Theeee no significant effects, except an
effect of task for numerosity 4 with line patterosly, as localisation accuracy was much

higher than enumeration in this condition.

3.3.1.2.3RESPONSE ANALYSIS

Responses from the enumeration task were analysed the bilateral condition only

(mean responses and results of these analysespamted in Table 3-3).

Numer osity Left quantity  Right quantity Mean response 7% value df p-value
2 1 1 2.08 - - -
3 2 1 2.13 - - -
3* 1 2 2.63 7.27 1 <.065
4 3 1 2.33 - - -
4 1 3 3.33 2.40 1 0.46
4 2 2 2.33 2.40 1 0.46

Legend: (*) = patient significantly differs from ewols' at p < .05;% = Fisher's exact test; (-) not tested (see

text for explanation)

Table 3-3 Patient JM’s mean responses in enumeration of qoalhtities presented bilaterally (excluding data

from type “canonical shape”).
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Responses were analysed excluding the type “caaosti@pe” to avoid confusion with
canonical pattern recognition, but collapsing asrypes “line” and “random” (there was not
enough data to analyse these separately). We/aisests to statistically compare the patient’s
distribution of responses to theoretical distribn§ representing perception of right-sided
dots only. We reasoned that a significant diffeeemould indicate that the patient's mean
response was higher than expected if left dots had been taken into account for
enumeration. Some data was not analysed, as in sases the theoretical distribution
corresponded to “1” responses only, which the pat@uld not have given (this forced-
choice paradigm proposed only responses 2, 3, ariRle$ults showed that for numerosity 3,
the patient’s response distribution significantiffeded from the theoretical one, indicating a
higher mean response than expected. For numerbsigsults were non-significant, in line
with the accuracy results which suggested that mositg 4 did not lead to an advantage of

enumeration over localisation.

3.3.1.2.4DiscusSION™®

Localisation results showed a clear extinction gatt as accuracy was worse in the
bilateral condition than in left or right space.w#ver, in the bilateral condition, enumeration
lead to a significantly better performance in congmm to localisation. This effect was
significant when dots were disposed to form a caabrshape, replicating a previous study
(Vuilleumier & Rafal, 1999; Vuilleumier & Rafal, ZW). Crucially, when they were
presented as lines, enumeration performance wassalsificantly better than localisation.
However, the enumeration advantage with both caabisihapes and lines was present only
for numerosities 2 and 3, not for 4. A significattvantage was found for enumeration in
contrast to localisation with random patterns iy dor numerosity 2. The finding of better
enumeration of 3 items disposed as a line (comp@aréakeir localisation) is a new finding, as
the previous study of subitizing in visual extiocti(Vuilleumier & Rafal, 1999; Vuilleumier
& Rafal, 2000) had not included numerosity 3. Algoglearly argues against enumeration
performance relying on canonical pattern recognjtias 3 dots forming a line cannot be
interpreted as forming a triangle. Response anslgsggested, as the accuracy results did,
that dots from the extinguished field had beennakéo account in the enumeration task (at

least for numerosity 3). Finally, the fact thatrthevas no advantage of enumeration over

19We also had the subject perform an additional emation task to control for non-numerical parametenich
usually co-vary with numerosity; these results asgghat enumeration of small quantities was based
numerosity of the set and not on other continuarameters (see Appendix 2).
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localisation for numerosity 4 might indicate thlistpatient has a subitizing range of 3, and

that she must therefore rely on serial countingrtomerate 4 items.

3.3.2 Patient FC: methods and results

3.3.2.1 Case description

We examined a 73 year old right-handed retiredepatwho had worked as an
electrician. Almost 3 years before testing, he exeffi a right temporo-parietal stroke of
probable cardio-embolic origin which resulted ift lmotor and spatial neglect, with spatial
alexia and visual, auditory and tactile extinctias, well as signs of executive dysfunction.
Additionally, he presented a left sensitivo-motoenti syndrome and a left lateral
homonymous hemianopsia. A CT-scan taken shortér &fie stroke revealed softening of the
right parieto-occipital junction territory.

A neuropsychological examination carried out alimég month after the stroke revealed
persistence of the neglect syndrome. Indeed, therpdailed to take into account elements in
the left spatial field in several tasks: he faitedretrieve objects placed on the left side of a
desk; when asked to draw or copy simple items,dftedut elements from their left part
(indicating object-centred neglect), or, in copyiadigure with several objects, left out the
objects on the left; in bisecting lines, he platteeimiddle of each line on the extreme right; in
describing a complex figure (Goodglass cookie-tpéfture), he left out items on the feft
Moreover, he presented spatial agraphia and alexiang on the right side of the piece of
paper, and reading only the words on the extregtd of a text. In some cases, under strong
verbal prompting, he could counter his neglect i@ into account some items in his left
space. The examination also showed that negleend&t to representational space (close
and far). The patient also presented dysarthriaaasigjht hypophonia, a fluctuating temporal
disorientation, constructive apraxia, a deficit rmovement perception, executive deficits
(perseverations, difficulties in following task ingctions and intrusions in the memory tasks),
and a verbal memory disorder which could be coedterith categorical priming. Finally,
there were no more signs of left lateral homonyrmemianopsia (however it was hard to
definitely exclude because of the patient’s diffi@s in following task instructions). Also,
importantly for the present study, there were ngnsi of acalculia, as the patient’s

performance in mental calculation (with simple atmnplex problems) was good, as was

M visual extinction was also tested, but resultsenest interpretable as the patient presented irapbrt
difficulties in following instructions in this taskt this time.
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written calculation, once spatial difficulties wereuntered. An MRI taken at the time of the
second neuropsychological examination showed sagquel an ancient looking ischemic
stroke affecting the left thalamic and operculaaar@ recent ischemic stroke in the right
hemisphere in the border area between the antanidrmiddle cerebral arteries as well as

cortical-sub-cortical atrophy (see Figure 3-4).

Figure 3-4 Patient FC’s MRI showing a right ischemic strokeha parieto-occipital junction area.

The patient gave his informed consent prior toihd@usion in the study. Before the
patient was presented with the numerical tasksalge tested him again on a neglect task to
ascertain the persistence of his visual neglectirgyne. In this variation of the Bells Task
(Bells task: Gauthier et al., 1989) he was to ei@l the rabbits he could find on a sheet of
paper, presented among distractors; his performsimowed signs of neglect, as he started his
search on the right side of the paper, and ométeabbits on the left side (in addition to 1 on

the right side, and 1 in the centre).
3.3.2.2 Enumeration vs. localisation of small quantities of dots

3.3.2.2.1METHOD

Method and procedure were identical to those desdrfor patient JM, except stimulus
duration which was of 100 ms. Also, sets with ohlglot were added (catch-trials), to ensure
that the patient did not systematically respondo™when perceiving only one dot on the
right and extinguishing the other left dot. In first task, the patient was therefore instructed
to name the quantity of dots present in the vigudibplayed set choosing response 1, 2, 3 or
4. For each test, the patient therefore perfornietitfials in the first bloc (4 additional trials
with 1 dot), and 112 in the second (4 additionialdrwith 1 dot), amounting to a total of 226

trials.
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3.3.2.2.2ACCURACY RESULTS

Accuracy was analysed using tests to compare results according to the task
(localisation vs. enumeration), across the differmynditions. First, accuracy was analysed
for each space separately, across numerositiety/pesl of patterns.

3.3.2.2.2.1 Effect of task in relation to space

Task had a significant effect in all three spades,direction of this effect differed. In
both left and right space, localisation (left: 858ght: 90%) led to a better performance than
enumeration (left: 52%; right: 77%) (lef2(1) = 17.45p < .001; right;y3(1) = 4.51,p < .05).
Importantly, in the bilateral condition, performania localisation dropped (3196) reflecting
extinction, and in contrast, performance was muighdr in enumeration (67%)%1) =
17.63,p < .001). Looking only at results from the bilatezandition, we further examined the

effect of task according first to type of patteaind then to numerosity, and finally to both.

3.3.2.2.2.2 Bilateral space: Effect of task in relation to type of pattern and numer osity

All results from the bilateral space are preseirietable 3-4.

12 Responses were not as expected in extinctiomeagatient’s errors consisted in “right” (56%) kigo in
“left” responses (44%). It seems that the patieay fmave had some left-right naming difficultieshas
sometimes pointed left while responding “right” ande-versa. However, as other tests clearly indisgns of
left neglect, we believe extinction of right dots igphwbable.
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Accuracy (%) Task 2° value p-value

Localisation Enumeration (df = 1) (bilateral)

Type of pattern

Canonical shape ** 29 74 9.41 <.005
Line 27 46 1.70 .19
Random ** 38 80 9.16 <.005
Numer osity

2 42 55 0.76 .38
3* 40 75 5.53 < .05
4 ** 15 69 15.44 <.001
Numer osity 2

Canonical shape 25 71 3.23 A3
Line 38 14 1.03 57
Random 63 75 0.29 il
Numerosity 3

Canonical shape 50 50 0.00 51
Line * 20 88 5.92 <.08
Random 43 88 3.35 12
Numerosity 4

Canonical shape ** 13 100 7.33 <.001
Line 22 33 6.33 .66
Random ** 11 78 4.45 A3

Legend: (*) = patient significantly differs from ewols' at p < .05; (**) at p < .01%)(= Fisher's exact test

Table 3-4 Patient FC's performance in localisation and enati@n of small quantities presented bilaterally,

according to type of pattern and numerosity.

The patient’s accuracy in the localisation task alasys lower than in the enumeration
task, although this difference was significant ofdy canonical shape and random patterns.
Looking at different numerosities, localisation alys led to less accurate performance than
enumeration, although this was significant only foimerosities 3 and 4. Accuracy scores
showing influence of pattern type for each numeyoseparately in the bilateral space are
reported in Table 3-4 and Figure 3-5, contrastingrfggmance in localisation and

enumeration.
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Figure 3-5 Patient FC’s performance in localisation (Loc.) esumeration (Enum.) of small sets of items
presented bilaterally, as a function of numero@ity2 items;B. 3 items;C. 4 items) and pattern type (canonical

shape, line, or random).

Analyses revealed, for numerosity 2, that task hadignificant effect, independently
from type of pattern. For numerosity 3, only liredha significant effect, enumeration leading
in this case to significantly better performancantHocalisation. For numerosity 4, both

canonical shape and random pattern led to a signitfiiy better performance in enumeration.

3.3.2.2.2.3 Left space: Effect of task in relation to type of pattern and numer osity

All results from the left space are presented ibl@ 8-5.

Accuracy (% correct) Task z° value p-value
Localisation Enumeration (df =1) (bilateral)
L eft Space
Type of pattern
Canonical shape ** 91 55 7.33 <.01
Line * 79 44 6.33 <.05
Random * 86 58 4.45 <.05
Numerosity
2% 86 17 22.30 <.001
3 77 71 0.19 .66
4 92 71 3.42 .14
Numerosity 2
Canonical shape ** 100 13 11.48 < .005
Line 75 25 4.00 A8
Random ** 86 13 8.04 <.05
Numerosity 3
Canonical shape 71 50 0.63 59
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(Table 3-5 continued)

Accuracy (% correct) Task 2’ value p-value
Localisation Enumeration (df =1) (bilateral)
L eft Space
Numerosity 3
Line 75 100 2.02 47
Random 86 63 1.03 57
Numerosity 4
Canonical shape 100 100 - -
Line 88 13 9.00 < .08
Random 88 100 1.07 9
Right Space
Type of pattern
Canonical shape 96 83 2.16 519
Line ** 100 61 11.62 <.008
Random 75 88 1.23 46
Numerosity
2 96 71 5.40 .03
3 79 83 0.09 £
4 96 78 3.26 16
Numerosity 2
Canonical shape 100 75 2.29 7
Line 100 50 5.33 .08
Random 88 88 0.00 il
Numerosity 3
Canonical shape 100 71 2.64 20
Line 100 100 - -
Random 38 75 2.29 K7)
Numerosity 4
Canonical shape 88 100 1.07 81
Line ** 100 29 8.57 <.0f
Random 100 100 - -

Legend: (*) = patient significantly differs from ewols' at p < .05; (**) at p < .01%)(= Fisher's exact test

Table 3-5 Patient FC's performance in localisation and enati@n of small quantities presented in left and

right space, according to type of pattern and nosisy.

The patient’s accuracy in the localisation task wsamificantly higher than in the
enumeration task for all three pattern types. Loglat different numerosities, task effect was
present only for numerosity 2, for which localisatiled to a significantly better performance
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than enumeration. Accuracy scores showing influesfcpattern type for each numerosity
separately in the left space are also reported ablel 3-5, contrasting performance in
localisation and enumeration. Theses analyses #avthe task effect found with numerosity
2 was significant for both canonical shape and eangatterns, for which localisation led to
better performance than enumeration. There wasgmifisant effect for numerosities 3 and
4,

3.3.2.2.2.4 Right space: Effect of task in relation to type of pattern and numerosity

All results from the right space are presentedablé 3-5. The patient’s accuracy in the
localisation task did not significantly differ froraccuracy in the enumeration task for
canonical shape and random patterns; however, With patterns, localisation led to
significantly better performance than enumeratiomoking at different numerosities, there
was no significant effect of task. Accuracy scahewing influence of pattern type for each
numerosity separately in the right space are akmorted in Table 3-5, contrasting
performance in localisation and enumeration. Theeee no significant effects, except an
effect of task for numerosity 4 with line patterosly, as localisation accuracy was much

higher than enumeration in this condition.

3.3.2.2.3RESPONSE ANALYSIS

As for patient JM, responses from the enumeratigk vere analysed from the bilateral
condition only (mean responses and results of taralyses are reported in Table 3-6).

Numerosity  Left quantity  Right quantity Mean response 7% value df p-value
2% 1 1 2.45 44.00 2 <.001
3** 2 1 3.00 24.00 1 <.001
3** 1 2 3.17 17.14 2 <.001
4* 3 1 3.00 8.57 2 <.05
4 1 3 3.67 6.00 1 .06
4x% 2 2 3.86 28.00 2 <.001

Legend: (*) = patient significantly differs from ewols' at p < .05; (**) at p < .01%)(= Fisher’s exact test

Table 3-6 Patient FC’s mean responses in enumeration of gjualitities presented bilaterally.

Responses were collapsed across types of patarmmesults excluding the type
“canonical shape” essentially yielded the samelt®sAnalysis procedure was the same as

for JM, except that all the data was analysed fi@is responses, as catch-trials allowed him
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to use the response “1”. Results showed that fonainerosities, the patient’'s response
distribution significantly differed from the thei@al one (or approached significance in one
case), indicating a higher mean response than #&aqethis confirms the accuracy analysis.
However, it is important to not that in some casesprisingly, mean responses were higher

than the correct response (for numerosities 2 mmhé condition, for numerosity 3).

3.3.2.2.4DISCUSSION"

In the localisation task, results showed a cleéinetion pattern, as accuracy was worse
in the bilateral condition than in left or rightepme. However, in the bilateral condition,
enumeration lead to a significantly better perfanoeain comparison to localisation. This
effect was significant when dots were disposedtmfa canonical shape, as was shown also
for JM and again replicating a previous study (Mwimier & Rafal, 1999; Vuilleumier &
Rafal, 2000). Crucially, when they were presen@alomly, enumeration performance was
also significantly better than localisation. Altlgbupresentation of dots as a line did not yield
a significant advantage for enumeration in compari® localisation when collapsing across
numerosities, it did when looking only at numerpdgt This is a new finding, as previously
stated for patient JM also. However, there was cour@cy advantage for enumeration over
localisation for numerosity 2.

A slightly unexpected finding was that localisatiovas significantly better than
enumeration in both left and right space, rathantaquivalent. This could be due in part to
the fact that in the localisation task, the patieed more chances of responding correctly if he
was not sure, as there were 3 possible answets Qi&dteral, or right) compared to the
enumeration task for which there were 4 possibssvans (1, 2, 3 or 4). Also, localisation was
administered after enumeration, so a higher fantiawith the stimuli might also have
helped performance in localisation.

Response analyses suggested, as the accuracysreBd|t that dots from the
extinguished field had been taken into accounthe énumeration task, although in some
cases they indicated over-estimation of quantitijjctv is difficult to explain, and might

indicate some use of guessing.

13 We also had the subject perform an additional emation task to control for non-numerical parametenich
usually co-vary with numerosity; these results asgghat enumeration of small quantities was based
numerosity of the set and not on other continuarameters (see Appendix 2).
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3.4 EXPERIMENT 2: LARGE NUMEROSITY PROCESSING

For this task, we tested only the second patie@t,ifF one session with rests, about a
month and a half after testing had been conductédsmall numerosities.

3.4.1 Estimation of large quantities of dots

3.4.1.1 Method

In this forced-choice estimation task, the patigas asked to estimate the total number
of dots presented in different sets. The total jianould vary between 40, 60 and 90 dots
(variable “numerosity”), and the patient was exglcinformed that he should use these
guantity labels to respond as accurately but atsfast as possible. To de-correlate quantities
presented in the left and right visual fields, eaelh was composed of two sub-sets, each
forming a half cloud. One sub-set was always oédixjuantity (20 dots), situated on half the
trials in the left field, and the other of a vanyiquantity (20, 40 or 70 dots) in the other field
(variable “varying sub-set”: either left or righfjo investigate the importance of perceptual
grouping, both sub-sets were either presented asobject (completely adjacent to one
another, forming one central could) or two sepanaiéclouds (separated by a distance of 3°
of visual angle) (variable “object”). To preventettpatient from using non-numerical
continuous parameters that usually co-vary with enasity (such as the size of the total area
occupied by the set of dots, or the size of ddislf, the sub-sets had a constant area, and the
other half were of constant dot size. When one tfpsontrol was used for the left sub-set of
dots, the other type was always used for the sghtset (variable “type of control”, constant
area in the left sub-set, or constant dot sizéénléft sub-set). The stimuli were constructed
by first generating sets of dots of quantities @0,and 105. Then, for each set, 33% of the
dots (respectively 10, 20 and 35) were removed fitoeright part of the cloud, to obtain left
sub-sets of 20, 40 and 70 dots. Removing the sareemtage of dots from each set assured
that the non-numerical parameter was still constanbss numerosities. More sub-sets of 20
dots were generated than sub-sets of 40 or 700 asristituted the fixed quantity but also a
varying quantity. The right sub-sets were obtaibgdertically mirroring left-subsets. A right
sub-set was never matched with the left-subsetithatrrored, as left sub-sets of constant
area were always matched with right sub-sets o$temon dot size, and vice-versa (for a few

examples of stimuli, see Figure 3-6).
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Figure 3-6 Example of stimuli from Experiment 2, in the comatit of varying left hemi-cloud (right hemi-cloud
always contains 20 dots)A] Numerosity 40 in the “2 objects” condition witkft hemi-cloud of constant area.
(B) Numerosity 60 in the “2 objects” condition witaff hemi-cloud of constant dot siz€)(Numerosity 90 in

the “1 object” condition with left hemi-cloud of nstant dot size.

The task was administered in two sessions of tvacbkach, with a rest in between
sessions (variable “session”). During each tridblack fixation cross (of a width and height
of 0.5° of visual angle) flashed twice on a whitackground (duration of the cross
presentations and empty white backgrounds were @a260 ms) and was followed by a set
of black dots (presented for 100 ¥hsvisual angle of dots varied from 0.2° to 0.5°d amea
occupied by each sub-set from 4° to 9° of widthd 5imm 6.5° to 13° of height). The screen
remained white until the patient responded. Aftacketrial, the experimenter entered the
patient’s response using the keyboard before mowngto the next trial. The patient
performed the task at a distance of about 57 cm tiee screen. There were 96 trials in each
bloc, amounting, across blocs and sessions, tdah ¢ 384 trials (16 stimuli from each
condition). Variables were distributed randomly hiit each bloc. The first session was
preceded by 24 training trials. The patient did wetr his corrective glasses during the first
bloc of the first session. However, data was cskabacross blocs of the first session as
preliminary analyses revealed no effect of thisalde.

3.4.1.2 Results

Responses were analysed ina 3 x 2 x 2 x 2 x 2 AN@Ath, respectively, numerosity
(40, 60 or 90), varying sub-set (left or right),jexdi (one or two), type of control (constant
area or dot size in left sub-set) and sessiont (Girssecond) as variables. There was a main
effect of numerosity, as responses increased agnwsity increased~(2, 334) = 22.96p <

.0001). There was also a main effect of varying-seth as responses were higher when the

14 Duration of the sets of dots was determined betfoeeestimation test was administered, by usinigoats
localisation task in order to determine a durafmrwhich extinction occurred (see below).
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varying sub-set was on the riglit (1, 334) = 31.58p < .0001). Responses were also higher
when sub-sets formed one obje€t(l, 334) = 7.13p < .01). Finally, responses were higher
when area was held constant in the left subfsét (334) = 23.91p < .0001) and also overall
in the second sessiofir (1, 334) = 11.97p < .001). There were four significant double
interaction effects. Firstly, the effect of numetpsvas present only in trials where area was
held constant in the left sub-sét (2, 334) = 9.73p < .0005). This suggests that area, which
co-varies in the right (non-extinguished) sub-setsoich trials, might have been used to
estimate numerosity. Secondly, the effect of nusigravas present only in trials where the
varying sub-set was on the righ& (2, 334) = 7.74p < .001). This suggests that varying
numerosity could not be extracted in the extingensleft field (but see below). Thirdly, when
the varying sub-set was on the left, mean respaasehigher on trials where sub-sets formed
one cloud F (1, 334) = 5.24p < .05). This suggests that perceptual grouping hmaxe
prevented extinction of the varying numerosity e tone object” condition. Finally, mean
response was higher when area was held constain¢ ileft sub-set, only in trials where the
varying sub-set was on the riglfit (1, 334) = 7.66p < .01). This suggests that area, which
co-varies in the right (non-extinguished) sub-setsoich trials, might have been used to
estimate numerosity, which varied in the right seb-on these trials. There were two
significant triple interactions. Firstly, mean regge was influenced by numerosity when the
left sub-set varied only when it formed one objpeth the right sub-set (see Figure 3-7.A.);
in contrast, when the right sub-set varied, respavas influence by numerosity whether sub-

sets formed one or two objects (see Figure 3-7.B.).
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Figure 3-7 Patient FC’s performance in estimation when thgingrsub-set is on the lefA] or on the rightB).
Results show that in the first conditioA)( response increases with numerosity only whensstb form one
object; in the second conditioB), response increases with numerosity whether stgferm one of two objects

(Error bars represent +1 standard error).

This suggests that a competing right object prevenimerosity extraction of a left
object, but that the right part of an object doesprevent extraction of numerosity of its left
side. The second triple interaction revealed tijae tof control had an effect only when the
right sub-set varied and only for numerosity 90.

3.4.2 Localisation of large quantities of dots

Before the patient performed the estimation taslqcalisation task was administered
mainly to determine stimulus duration time. To tbifect, the same stimuli were used (a
subset of them) but were also presented sometiorapletely on the left (left condition) or
completely on the right (right condition) of theeprous fixation cross, in addition to the
condition where they were presented in both heebil$i simultaneously (bilateral condition).
No much data was collected, so results must beidenmesi with caution. However, these
results showed that in the bilateral conditionjretion was greater when stimuli formed two
objects (50% errors, that is, 6 responses “rightt of 12 trials) compared to when they
formed one object (25% errors, that is, 3 respofrsgist” out of 12 trials). This is consistent
with previous reports that manipulations of set2abbjects which induce perception of a
single object reduce or eliminate visual extinct{dtumphreys, 1998). This suggests that a
central cloud of dots may be perceived as an oljgaan if its left side looks different from
its right side), which could explain the betterimstion performance in this condition. In
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contrast, two separate sets of dots seem to leadetw extinction, preventing estimation
processing of the left hemi-set. Performance ihdefl right conditions was not optimal, but
errors consisted only in response “both”, perhagsbse the two hemi sets of dots differed in
appearance (because of the different controlsdarmumerical parameters); the patient might
have found it difficult not to respond “both” whifgerceiving what looked like two different

objects.

3.4.3 Discussion

This data suggests that the patient was sensilaleséwying left numerosity only when it
was « connected » to the right half-cloud — wheerghwere two distinct hemi-clouds,
extinction of left numerosity occurred (first trgpinteraction effect). The object-individuation
process (which leads to the extinction of a cledibtinct left object) therefore precedes and
hinders the estimation process (for the left objeRtoreover, this data suggests that the
patient used area in the right field to estimatenerosity, but that type of control (non-
numerical parameters) had no significant influeagehis estimation in the left field (second

triple interaction effect).

3.5 GENERAL DISCUSSION

We investigated numerical processing of small aathd quantities in patients
presenting visual extinction, to discover whethgchsprocesses can occur independently of
spatial attention.

First, as concerns small numerosity processingtepert results of two patients which
suggest sparing of subitizing even when items teetemerated cannot be localised when
competing items are present. We thus replicateiqguevstudies which had also suggested
sparing of enumeration of 2 or 4 items forming caoal patterns across visual fields (2 as a
line, 4 as a square; Vuilleumier & Rafal, 1999; Naumier & Rafal, 2000). We extend this
previous finding to include sparing of subitizinrmmerosity 3, as well as demonstrate that
this occurs even when dots are arranged to foiimearuling out the possibility that canonical
pattern recognition is used in patients with visaatinction rather than subitizinger se
(Piazza, 2003). This is also supported by the figdn one patient of intact processing of
random patterns of 4 items, which clearly do netrfa symmetrical canonical square. Our
results also suggest that subitizing did not rety rmn-numerical continuous parameters
which usually co-vary with numerosity. In sum, theesults support the original view that

subitizing can occur without spatial attention (Naumier & Rafal, 1999; Vuilleumier &
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Rafal, 2000) and are in line with other studiesclhsuggest that subitizing relies on a pre-
attentive parallel process (healthy subjects: T&cdRylyshyn, 1993; patients with a deficit in
serial visual processing: Dehaene & Cohen, 1994)eover which doesn’t rely on symmetry
(Howe & Jung, 1987). Our results are thus in linghwhe view that the preservation of
subitizing in patients with visual extinction mighé due to grouping of stimuli into specific,
easily recognizable sets of quantities (Vuilleun&eRafal, 1999), and further show that such
grouping mechanism cannot be reducedcl@ssical Gestalt ones (i.e., canonical shape
perception).

Second, as concerns large quantity processing.ested one of the patients with an
estimation task involving quantities well above #whitizing range (40, 60 and 90). This
allows to test numerical extraction processingseaisitizing might rely on domain-general
processes such as visual indexing (Trick & Pylystiy@94) rather than a process specific to
the numerical domain, or represent a different cguantity system dedicated to small
numerosities, as it has been shown for non-humanads and pre-verbal infants (Feigenson
et al., 2004a; see also Revkin, Piazza, Izard, Gokdehaene, in press for similar evidence
in human adults).

Results from this task suggest that estimatiorheintact visual field may indeed be
spared in a patient presenting visual extinctioffesing a right parietal cerebral lesion. Even
though a recent study suggests that non-verbahastin relies on a right-lateralised fronto-
parietal network (Piazza et al., 2006), this nelweould not include the parietal regions
usually affected in neglect (e.g. Moet al, 2003; Vallar & Perani, 1986). However, the
patient’s performance in the intact visual fieldsasometimes influenced by non-numerical
continuous parameters, such as the area occupidthebget of dots, although this only
happened for one of the three tested numerosf@s As we tested only three numerosities,
it would be useful in future studies to use a mextensive set of quantities to make sure that
non-numerical parameters do not play a great rolihé sparing of numerical judgments in
the intact field of patients with visual extinctioand, generally, compare performance to
control subjects to clearly state that estimateprieserved in the intact field of patients with
visual extinction.

Results from this task further suggest that estonatannot take place without spatial
attention when items are disposed to form two s#pasbjects: in this case, the left object is
clearly extinguished and its numerical quantitpag processed. In the condition where items
form a central object, results are more difficoliriterpret. Localisation of the two halves of a

central cloud seemed to suggest that the left \wal less extinguished than when the two
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halves formed two clearly distinct objects. Estiimatwas improved in this central cloud
condition, and it is more probable that this ocedrbecause the left dots were perceived
consciously often enough to allow intact estimatiosther than because estimation can
operate implicitly over the left side of single ebjs. It is known that neglect can apply in the
context of within-object processing or between-obprocessing, or both (Humphreys, 1998).
Thus, it may be of interest in future studies teestigate estimation in patients with only
within-object neglect (who neglect the left sideadfjects, wherever they may be situated),
and compare their performance to patients with dogfween-object neglect (who neglect
whole objects in left space) (e.g. Humphreys & Keinl998). Patients with between-object
neglect might be able to numerically process ontgmtral cloud of dots. In contrast, patients
with within-object neglect might present intact renmal processing of two separate clouds
but not one central cloud. Patient FC had presewildn-object neglect shortly after his
stroke, however, we did not retest him for thisetygf neglect at the time of this study, at
which time he presented clear between-object neglec

Finally, as concerns the parallel (Dehaene & Chaxgé&993) or serial (Gallistel &
Gelman, 1992) mechanism of numerical estimatiois, difficult to conclude from this study.
When clouds of dots were separated to clearly fona competing objects, extinction
occurred, and the patient’s estimation responsa® wet influenced by left numerosity,
suggesting that estimation relies on spatial atenHowever, it does not necessarily mean
that it requiresserial visual attention. If estimation had been preserwathout spatial
attention, it would have clearly supported the iddaa parallel underlying mechanism
(Dehaene & Changeux, 1993). We believe that theradesof such a sparing does not lead to
such a clear-cut conclusion. The fact that visudlnetion reflects competition between
stimuli might account for estimation processingnigeprevented in the extinguished field,
even if this process might rely on a parallel medsa.

An interesting finding which arises from this res#ais the fact that subitizing can
occur independently from spatial attention, but @stimation of large quantities. This brings
further evidence for separate systems for smalllarge quantities in human adults (Revkin
et al., in press), as in non-human infants andvprbeal infants (Feigenson et al., 2004a).
Future investigations are needed to determine \valatvs subitizing to operate without

spatial attention, and why this is not possibléhim case of numerical estimation.
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4.1 ABSTRACT

Simultanagnosia, a disorder which usually affecttiepts with bilateral parietal
damage, causes impairments in tasks requiring |sanalysis of a visual scene, while
perception of individual objects is spared, as vasllperformance in tasks where a parallel
exploration of the visual scene is sufficient. e thumerical domain, it has previously been
shown that, in accord with this serial/parallelsdisiation, simultanagnosic patients present a
severe deficit in counting visual sets of dots @hkhrequires serial visual processing) while
subiziting (the parallel enumeration of 1-3 itermah be preserved. However, there exists a
debate as to whethe@pproximatenumerical judgments (estimation, comparison, aolit
etc.) rely on a parallel or a serial process. Wasaeed that if they rely on a parallel process,
they should be preserved in simultanagnosic patient contrast to counting. We report
results of a simultanagnosic patient which supfiug hypothesis, as she presented a severe
impairment at counting sets of dots, which cong@gjreatly not only with her performance at
subitizing, but also with performance at estimaticomparison, and addition of large sets of

dots, which were globally preserved.

-97 -



4 CHAPTER 4: NUMEROSITY PROCESSING IN SIMULTANAGAQ8HEN
ESTIMATING IS EASIER THAN COUNTING

4.2 INTRODUCTION

Simultanagnosia is a disorder which usually accangzabilateral parietal damage and
causes severe difficulties in perceiving complesuals scenes (e.g. Balint, 1909, cited by
Rizzo & Vecera, 2002). Typically, patients showaktt perception of individual objects, but
striking limits in reporting more than one objettaatime, as well as severe difficulties in
orienting in space when more than one object halsetaracked and searched for. These
disorders can be very invalidating in everyday, ldg@ to the point that these patients, for
example, cannot find their way to the door whertiegithe examination room, even after
several visits, or cannot find the fork or knife @able, even when the disposition of cutlery
respects their usual table setting principlesabiolatory tests, these patients are impaired in
tasks involving serial exploration of visuo-spatidisplays (e.g. as required in feature
conjunction search); however, in tasks where allghexploration is sufficient (e.g., feature —
“popout” — search), they show intact performancg.(€oslett & Saffran, 1991).

Further evidence of impairments of serial explomgi of visual displays in
simultanagnosia comes from the disruption of paédiezounting abilities. Dehaene and Cohen
(Dehaene & Cohen, 1994) reported the case of gpgrbsimultanagnosic patients who were
unable to quantify sets when they comprised moas th to 3 objects. In fact, it is well
established that the enumeration of sets of mar 8or 4 items requires exploring all the
items in sequence, by means of successive switwhattention (Trick & Pylyshyn, 1994;
Piazza et al., 2003). On the contrary, quantifasatbf small sets can occur “at a glance”, with
no cost for additional items up to 3 or 4 (errams @ot modulated by the number in this small
range, and reaction times show only a very sligbtaase) (Trick & Pylyshyn, 1994; Mandler
& Shebo, 1982). For this reason, the quantificat@mmone to three items, often referred to as
“subitizing”, is considered to rely on parallel pesses.

For larger sets, when counting is not possible éiample when the items are presented
for a very short time), the quantity of objects centy be apprehended approximately. In such
estimation tasks, subject’'s responses are on avepaite accurate. However, their variability
across trials increases as the number increasespattern of response distribution, typical of
estimation judgments also in perceptual domainsh(ss brightness or loudness estimation)
is often referred to as scalar variability or Weébdaw (Izard, 2006; Whalen et al., 1999).
Interestingly, generally, reaction times in suctinestion tasks are quite long (in the range of
seconds) and not modulated by the number of itente testimated. Does such a numerosity

estimation process rely on a very fast exploratibthe visual set by which each element is
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taken into account one after the other in a sdashion (i.e., counting-like), or does the
extraction of numerosity take all elements intocart in parallel (subitizing-like)? Some

have proposed that the estimation of numerosiiggain a pre-verbal counting-like process
which is serial in nature (Gallistel & Gelman, 1982ck & Church, 1983). Others (Dehaene
& Changeux, 1993) have proposed that the extracfomumerosity relies on a numerosity
detector mechanism that is parallel in nature.

Here, we explore the mechanisms underlying estonatf large numerosities. In
particular, capitalizing on the fact that serial plexation of space is impaired in
simultanagnosia, we ask if and to what extent ekpand serial deployments of visual
attention are necessary to apprehend and estiateutnber of elements in a visual display.

Although simultanagnosia typically occurs afteratekal parietal lesions, often in
relation to posterior cortical atrophy, the areagolved in spatial attention orienting are
thought to be situated in the superior parietalleband thus their lesion in simultanagnosia
may spare the regions related to numerical judgsn@mtterior horizontal IntraParietal Sulcus
segment, or hIPS) (Dehaene et al., 2003). Indezsding cerebral metabolism in posterior
cortical atrophy patients presenting visuo-spaligicits (such as the one presented in the
present study) shows hypoactivation of the supguamietal lobule (Nestor, Caine, Fryer,
Clarke, & Hodges, 2003). This area is strongly eisded with both eye movements and
movements of attention in space (Corbetta, Kinc&lknger, McAvoy, & Shulman, 2000)
and can also be involved in numerical processimgarticular in serial counting (Piazza et
al., 2003), but is clearly not specific to the nnbdomain (Dehaene et al., 2003). With the
idea thainumber senskself, the core approximate numerical capacitgdrated by the hIPS)
may be spared in simultanagnosic patients, we addfee question whether use of number
sense for approximate judgments of large quantiggsiires serial shifts of visual attention
(mediated by the superior parietal lobule). Accogdito Dehaene & Changeux’s model
(Dehaene & Changeux, 1993), it should not. This ehdberefore leads to the somewhat
counter-intuitive prediction that a simultanagogatient who is unable to count should in
contrast be able to subitize small quantities,dbsb estimate, compare, and manipulate large
non-symbolic numerosities (granted the numerosityraetion process itself is intact).
Alternatively, if large numerosities are extracthdough a serial counting-like process, the
patient should not be able to access numerositgeis containing more than 3 objects.

Different accounts of the underlying deficits iimsiltanagnosia have been reported,
sometimes related to different types of simultamaga difficulties in linking spatial location

of objects with their identity (Coslett & Saffrati991), a coarse coding of the spatial location
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of object features (McCrea, Buxbaum, & Coslett, &00mpaired explicit access to spatial
feature location or even spatial relationships Whiould nonetheless be correctly coded at a
preattentive stage (Kim & Robertson, 2001), diffi@s in disengaging attention from one of
several stimuli (Pavese, Coslett, Saffran, & Buxbal2002; Darlymple, Kingstone, &
Barton, 2007). We will not examine which one of gheaccounts best explains the
simultanagnosic profile of the patient we testad,dssume that our study should nonetheless
inform us whether one or several of these diffepassible underlying processes are required

for estimation of visually presented large quaasiti
4.3 METHODS AND RESULTS

4.3.1 Case description

The patient we examined was a 60 year old righttedmative French speaking woman
who had worked as an accountant and had no cotirgbmedical history. She started
presenting difficulties in writing and reading abdive years prior to testing, and these
difficulties were not accompanied by a reductionvigual acuity. The patient was later
diagnosed with posterior cortical atrophy (Bensgndsome; Benson, Davis, & Snyder,
1988). MRI conducted during the testing period sedwerebral atrophy predominating in the

parietal regions (see Figure 4-1).

Figure 4-1 MRI - arrows indicate parietal damage, more prowednn the left hemisphere.

- 100 -



4 CHAPTER 4: NUMEROSITY PROCESSING IN SIMULTANAGAQ8HEN
ESTIMATING IS EASIER THAN COUNTING

Cerebral perfusion tomoscintigraphy showed sevgpaperfusion of bilateral posterior
associative cortices; this hypoperfusion was moaeked on the left side and in left peri-

sylvian regions (see Figure 4-2).

Figure 4-2 Cerebral perfusion tomoscintigraphy - arrows inticgarietal hypoperfusion, more pronounced in

the left hemisphere.

She gave her informed written consent prior to ihetlusion in the study, which was

performed in accordance with the Declaration ofski.

4.3.2 Control Subjects

For most tasks, we compared the patient’s perfocean that of five control subjects.
These subjects were all right-handed native Frepeaking women, aged 61 to 65, and with
a similar or slightly higher level of education ththe patient. They all gave their informed
written consent prior to their inclusion in theduwhich was performed in accordance with

the Declaration of Helsinki.

4.3.3 Neuropsychological examination

A neuropsychological evaluation was carried out omanth before numerical testing
began. It revealed a severe Balint syndrome (sanatinosia, optic ataxia, discrete gaze

apraxia) (De Renzi, 1996). In particular, her sitanignosia was very severe, with disrupted
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performance in several tasks: piece-meal desoniptf the Cookie Theft picture (see
Appendix 3 for a transcription), severe deficitshie space perception subtests of the Visual
Object and Space Perception Battery (VOSP, Waom@ James, 1991; Dot Counting: 1
correct out of 10; Position Discrimination: 10 et out of 20; Number Location: O correct
out of 10; Cube Analysis: 0 correct out of 10) fidiflties in perceiving overlapping figures
(“Overlapping Figures Task”, Gainotti, D'Erme, & Balomeo, 1991). In contrast, single
objects were correctly identified. The difficultidsie to simultanagnosia were also present in
everyday life. For example, the patient reportetibeng able to find different goods in the
refrigerator, although her husband stated they vedrays kept in the same location; her
husband reported that, while not being aware ofeqobvious objects, her attention would
however be drawn to a very small detail that he ld/mot notice (spot of dust on his shirt);
she could not find the door when leaving the tgstoom which she had been to many times.
The patient also presented other visuo-spatialrdéss (signs of right unilateral spatial
neglect, visual and tactile extinction, importantficulties in planification and spatial
organization during the copy of a complex figutdpreover, the patient showed difficulties
in working memory (in both verbal and visuo-spatrabdalities) and in topographical
orientation, alexia, agraphia due to both spatrad araxic difficulties, spatial acalculia,
reflexive apraxia and difficulties in miming act&n

The experimental testing was carried out over Bisas which covered a period of 5
months. All computerized tasks were programmed adrdinistered using e-prime software
(Schneider et al., 2002).

4.3.4 Feature and conjunction search tasks

4.3.4.1 Method

The patient’'s goal in these tasks was to examisetaf bars and indicate whether it
contained a red vertical bar (target) or not. iafdature search taskhe target was presented
among distractors that differed from it only by deature, namely colour (distractors were
white vertical bars). In theonjunction search tasklistractors could differ from the target by
one or two features, namely colour (white) and miggon (horizontal). In both tasks, the
number of distractors was manipulated (3, 8, or The bars (~0.1° thick and ~0.6° long)
were arranged in an imaginary 2 by 2, 3 by 3 ory44bgrid (respectively 3, 8 or 15
distractors; mean occupied area of ~6.5°). The odebars was presented on a black

background and remained present for 15 secondstibithe patient gave her response. Each
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trial was preceded by a small white fixation steesented centrally (1 second). The patient
was asked to respond out loud as accurately asbpmsisut also as fast as possifilData
was collected in one testing session and the expeter controlled trial pace. The patient
performed the feature search task first. For eash, tthe patient completed a total of 48 test
trials which were presented in one bloc, and tnalsch differed according to number of
distractors were randomized within each task. Tianges present in about half the trials for
each condition (number of distractors) and eadh tas

4.3.4.2 Results

Overall accuracy in the feature task (Figure 4-3n8s optimal (100%), whereas the
conjunction task yielded some errors (77% corresponses, see Figure 4-3.C).
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Figure 4-3 Patient’s vs. controls’ performance in the featsearch taskA: accuracyB: response times) and in

the conjunction search task:(accuracyD: response times). (Error bars represent +1 standiariation).

A 2x3 Chi-squared analysis (task x number of distras) revealed a significant effect
of task §?(1) = 11.2,p < .01), whereas the effect of number of distracteas not significant.
In the conjunction search task, accuracy (Figu®@Q) seemed to decrease linearly as the

number of distractors became higher, althoughefiect did not reach statistical significance

16 As the patient was unable to use the keyboardspand herself, response times (RTs) were meabyred
experimenter keypress and must therefore be i mwith caution.
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in a y2 analysis. However, a direct comparison of conddiavith 3 (94% correct) vs. 15
distractors (60% correct) yielded a significanteetf (?(1) = 4.9,p < .05, difference in
accuracy = 34%). Correct response times (RTs) aeatysed in a 2x3 independent ANOVA
(task x number of distractors). Overall correct Rvese twice as long in the conjunction task
(3119 ms, see Figure 4-3.D) as in the feature (24&8 ms, Figure 4-3.B), a significant
difference E(1, 77) = 85.11p < .01). There was no main effect of number ofrditbrs nor
interaction, although correct RTs in the conjunttitask increased as the number of
distractors became higher (difference of RTs indbejunction task between the condition
with 3 distractors vs. 15 =534 ms ; much smalled inversed difference in the feature task:
-108 ms).

4.3.4.3 Comparison to controls®’

For analysis of the patient’s performance in congoarto controls, we used a statistical
program developed specifically for analysis of fengase studies (for comparison on single
measures, such as mean accuracy scores, meaniff@rgnde in accuracy scores, intercept,
etc.: Crawford & Garthwaite, 2002; Crawford & HoWwel998; for slope comparison:
Crawford & Garthwaite, 2004; for correlation compan: Crawford, Garthwaite, Howell, &
Venneri, 2003) for these tasks as well as mostret{sz=e below free estimation of large sets
of dots, forced-choice estimation of large setslats, dots comparison of large sets of dots,
and addition and comparison of large sets of dots).

In the feature task, the patient did not statifiigcdiffer from controls on any of the

accuracy measures (see Table 4-1; see Figure AgBdphs of all the data).

7 Controls performed these search tasks in exawtpame conditions as the patient, except thatpbggrmed
twice as many trials and answered themselves tisegeyboard.
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Patient ~ Controls t-value p-value
mean SD (df =4) (two-tailed)

Accuracy (%)
Overall
Feature Task 100 99 1 0.91 0.41
Conjunction Task ** 77 98 2 -9.59 <0.01
Difference Feature - Conjunction ** 23 0 2 -10.50 <0.01
With 3 distractors
Feature Task 100 100 0 - -
Conjunction Task 94 99 2 -2.28 0.09
With 8 distractors
Feature Task 100 97 2 1.37 0.24
Conjunction Task ** 76 99 2 -10.50 <0.01
With 15 distractors
Feature Task 100 99 2 0.46 0.67
Conjunction Task ** 60 97 4 -8.44 <0.01
Difference 15 - 3 distractors
Feature Task 0 -1 2 0.46 0.67
Conjunction Task ** -34 -2 5 -5.84 <0.01

RTs(ms)
Overall
Feature Task ** 1418 563 54 14.37 <0.01
Conjunction Task ** 3119 843 99 20.99 <0.01
Difference Feature - Conjunction ** -1701 -204 59 23.16 <0.01
Difference 15 - 3 distractors
Feature Task * -108 11 28 -3.88 <0.05
Conjunction Task ** 534 215 55 5.30 <0.01

* Patient significantly differs from controls' at{.05; ** at p < .01

Table 4-1 Comparison of patient’s vs. controls’ results ia feature and conjunction search tasks.

In contrast, in the conjunction task, she was S$icamtly worse than controls on all
these measures except accuracy with 3 distraciombld 4-1). Moreover, compared to
controls, the patient presented a significantlyatge difference in overall accuracy between
the two tasks (Table 4-1). Finally, compared totamg, the patient presented a significantly
greater difference in RTs between the conditiorth @b vs. 3 distractors in both the feature
and the conjunction tasks; however, this differewes much greater in the conjunction task
and indicated a steeper increase in RTs comparedriols, whereas the difference in the

feature task showed a slight decrease (whereasmtoahowed a very slight increase).

4.3.4.4 Comment

These results point to preservation of a fast peErprocess of feature detection, and
underline the difficulties that the patient presantthe use of a serial visual process.
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4.3.5 Basic numerical examination 2

The patient was able to count out loud from 1 t¢ &@d backward starting from 20
(although backward counting was quite slow). Hefgrenance at reading one- and two-digit
Arabic numerals was spared, although performante thwiee and more digits was perturbed.
Writing Arabic numerals also proved difficult andelged errors at both the lexical and
syntactic levels, as well as distortions of induadl digits and intrusions (which sometimes
resembled letters from the alphabet). Performancdasic arithmetic tasks was generally
spared: addition and subtraction trials (operaatgjing from 0 to 9) presented visually and
simultaneously read out to the patient yielded 80% correct responses depending on
problem type, with RTs varying from 2 to 4 seconalbgereas performance at multiplication
(operands ranging from 0 to 9) was slightly infei@5% correct in 2-5 seconds). Results of a
comparison task involving pairs of digits 1 throu@lpresented one digit at a time were good
(97% correct response out of 31 trials: 1 errofe Tpatient also performed a cognitive
estimation task, which consisted of 20 questioteted to everyday life (e.g. “What is the
mean length of a fork?”) or about encyclopedic kizalge (e.g. “How high is the Eiffel
tower?”) and yielded only a few extreme answersdfigooverestimations, for e.g., when
asked what the mean length of a bus was, she aadW@d0 meters” instead of something

close to 12 meters).

4.3.6 Tasks involving non-symbolic stimuli

Here we describe and report results for the fivennmamerical tasks involving non-
symbolic stimuli, namely enumeration of small setdots, free estimation of large sets of
dots, forced-choice estimation of large sets o§dovmparison of pairs of large sets of dots,
addition and comparison of large sets of dots. Hash allowed us to estimate whether the
patient’s responses varied qualitatively with nuoséy in the same manner as in normal
subjects. We also obtained quantitative estimatéiseoprecision of numerical estimation. In
the three first tasks, we measured the variaticgffictent (standard deviation divided by
mean response) and its relation to numerosity.dddeshen a subject is asked to estimate the
number of items in a set (either by producing abakmresponse or by reproducing the
numerosity in a non-verbal fashion, for example rbgans of finger tapping), judgments
become less precise as numerosity increases inasughy that the variability in responses

increasegroportionally to the increase in mean response, thus yieldiognatant variation

18 Norms were not obtained for these tasks; an opfdormance is expected for most of them in thgalt
adults (except for the cognitive estimation task).
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coefficient, a characteristic which is referreda® “scalar variability” (Gallistel & Gelman,
1992; Whalen et al., 1999; Izard, 2006). We exanhifi¢ghis relation still held in our patient.

In the last two comparison tasks, another measiuedhehavioral Weber Fraction, was used to
apprehend the precision of the numerical compargogess. This measure is based on the
fact that, in non-symbolic numerical comparisonifgenance typically improves with the
ratio of the numbers to be compared. Although mawenplicated fits can be used (see
Dehaene, 2007, in press), the Weber fraction caappeoximated as w=r-1 where r is the
ratio leading to 75% correct (as estimated by pukating the accuracy curve with a sigmoid
function of ratio). For both the coefficient of iatfon and the behavioral Weber fraction, we
tested if the patient’'s values were higher thars¢hof controls, which would indicate a

reduced precision of numerical estimates.
4.3.6.1 Enumeration of small sets of dots (unlimited presentation)*®

4.3.6.1.1METHOD

In this task the patient was presented with oneigiht dots and was instructed to
enumerate them, by counting them if necessary.vigtseeasked to respond as accurately as
possible but also to minimise response time. The dere black (mean visual angle of 0.9°)
and appeared in a white central disk (mean visogleaof 8.4°), and were always preceded by
a black screen for 1.5 seconds. The dots remaineth® screen until the patient gave a
response and in any case never more that 10 sedoistince to the screen was about 80 cm.
RTs were measured using a vocal key, and the empeter took note of the patient’s
responses. The patient completed a total of 128&riats (4 blocs of 32 trials), enumerating

each numerosity 16 times in random order.

¥ Norms were not obtained for this task; an optipeformance is expected in healthy adults.
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4.3.6.1.2RESULTS

The patient made as much as 55% errors (Figurd 3-4.
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Figure 4-4 Patient’'s performance in enumeration of small sétslots. A) Percentage of errorsBY Mean
response.) Response timesD) Response distribution. (Error bars represdéinstandard deviation; note that 5
extreme answers (4x “20” and 1 x “50”) have bearoded as >10 in graphs B and D; in graph D, theabeght

indicates response frequency in relation to tosahiber of responses).

Interestingly, her errors were not distributed @mtly across numerositieg?(7) = 51.2,
p < .01). She made very few errors for numerositiesnd 2 (respectively 0 and 13%, a non
significant difference). However, there was a suddggnificant increase between
numerosities 2 and 341) = 5.2,p < .05). The percentages of errors for 3 (50%) @nalve
(mean M) of 76%, ranging from 50 to 100) were much highiris suggests that a parallel
enumeration process for small numbers (subitizmght be partially preserved and shows a
range of 2 items. The pattern of RTs confirmed #meor rate pattern: mean RTs for
numerosities 1 (1562 mS§D = 1098 ms) and 2 (1713 mSP = 531 ms) (a non significant
difference) were much faster than for numerosBi€s(mean RT across these numerosities =
4472 ms,SD = 1198 ms). A linear regression indicated a gdneflaence of numerosity on
RTs R = 130.62, p < .01, see Figure 4-4.C). A linearasgion restricted to RTs in the 3-8
range still indicated an influence of numerosi® £ 10.53,p < .01). The first significant

increase of RTs between consecutive numerositisdetected between numerosities 2 and 3
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(t(28) = -5.0,p < .01). A possible indication that the patient’'$sRmight not be related to
counting, but perhaps to estimation, comes fronfdahethat the correlation between RTs and
the presented numerosities £ .74,p < .01) was significantly higher than the correlati
between RTs and responses=(.51, p < .01)t(125) = 4.31p (two-tailed) < .01; Williams’
significance test for differences between non-imthejgnt correlations: 1959, cited by
Crawford, Bryan, Luszcz, Obonsawin, & Stewart, 2008lthough our patient’s error rate
was very high, her response pattern did not reftbeince performance: her responses were
positively correlated to the presented numerosifiess .63, p < .01) and increased
significantly with numerosityR = 80.24,p < .01; slope = 1.52) (see Figure 4-4.B for mean
response and Figure 4-4.D for response distributigariation coefficient M = .34,SD =
.31) increased with numerositi € 7.33,p < .05, slope =.09).

4.3.6.1.3COMMENT

Results from this task show a severe impairmentanonting visual sets of dots.
However, the patient’s correlation of response$ piesented numerosities, associated with a
preservation of subitizing, suggests that a pdraligroximate process, such as numerical
estimation, might have been used by the patiehbafgh she clearly cannot rely on exact
serial counting anymore. This supposition alsoeselbn the fact that the variability in the
patient’s responses to a given numerosity increasedurrently with the mean response,
suggesting scalar variability. Yet another postybis that the patient was simply still using a
faulty counting process and that the variance inrbsponses reflects counting errors. We
therefore used further tests to investigate whetli@nerosity estimation of briefly presented

large sets of items was preserved.

4.3.6.2 Free estimation of large sets of dots (short presentation: 3

seconds)

4.3.6.2.1METHOD

In this task the patient was presented with setdots which represented the following
11 numerosities: 10, 13, 17, 22, 29, 37, 48, 63,185, 138. The patient was instructed to
estimate as accurately as possible the quantitiptsf present in the display without counting.
In order to prevent the patient from using non-nuca¢ parameters that usually co-vary with
numerosity (e.g. density or the area of the enwelofpthe clouds of dots), half the stimuli
consisted of groups of constant density across rosties, and for the other half, constant
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envelope of the clouds of dots (with randomizatidrthis variable across trials). Data was
collected over three testing sessions. In eachaseghe patient performed 3 blocs (each bloc
containing calibration and 22 test trials). Caltlma consisted of examples of stimuli other
than those tested, but sampling the same rangeefosities 15, 60 and 140). Two examples
of each calibration numerosity were presented, foora a set of constant density, and one
from a set of constant total occupied area, while patient was informed of the exact
numerosity (e.g.: “Here are 15 dots”). Calibratawts remained on the screen for 10 seconds
or until the patient was ready to see the next3eting the first session only, the patient was
not explicitly informed of the range of test stim(lO to 140). Test numerosities were each
presented 6 times in random order during each@esshe patient completed a total of 198
test trials, enumerating each numerosity 18 tirbesing test trials, the dots remained on the
screen for 3 seconds (1400 ms in the first sessidr® dots were black (mean visual angle of
0.2°) and appeared in a white disc (mean visudkeanig8.4°) which remained on the screen
throughout the experiment. RTs correspond to ewpsrter key press, who entered the
patient’s response directly on the computer keythoAfter each response was entered, the

white disc remained empty for 700 ms before thd sekof dots appeared.

4.3.6.2.2RESULTS?

During the first session, in which the patient was$ informed of the range of presented
numerosities, she responded “1000” 8 times in agsow to numerosities ranging from 63 to
138. In the two other sessions, she was both eddibrand instructed of the approximate
range, which led her to reduce but not totally elete her responses “1000”. All responses
“1000” (11 in total) were removed from the data, v@s considered that this particular
response might reflect a purely categorical apptesi of numerosity (“a lot”) rather than

continuous numerical evaluation.

Unless specified otherwise, we report results aradyaes excluding data from the extremes numeess(fio
and 138) to avoid noise from anchoring effects.
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Figure 4-5 Patient’s vs. controls’ performance in free estiorabf large sets of dotsAj Percentage of errors.
(B) Mean responseC) Response timesD] Response distribution. (Error bars representtafidard deviation;
note that responses “1000” have been removed;aiphgD, only the patient data is depicted, and Hreabright

indicates response frequency in relation to tosahlber of responses).

The patient’s error rate was very high (100% fdrralmerosities except for 10 for
which she made 71% errors; see Figure 4-5.A). RTs 720 msSD = 779 ms; see Figure
4-5.C) were stable across numerosities (lineares=gon is non significant; intercept = 2675,
slope = 1). However, one must interpret the RT Iteswith caution as they correspond to
experimenter key press. The high percentage ofsiand relatively flat RT function are
expected even in healthy subjects since the taskiwons (limited stimuli duration) and
instructions are meant to induce an approximaieatibn process and do not allow for exact
counting. The patient’s responses increased withanasity R = 210.64,p < .01), and there
was clearly a tendency to overestimate, as megomes was consistently superior to the
correct response across numerosities (except éotafgest extreme) (Figure 4-5.B). There
was a high correlation between the presented nisitie and the patient’s responses=(
.76, p < .01). The spread of the patient’s respor{ségure 4-5.D) tended to increase as
numerosity increased, suggesting scalar variabiliigeed, the patient's mean variation
coefficient was .443D = .17) and was essentially constant, decreasig \@ry slightly
across numerositieR(= 9.66,p < .05; intercept = .63, slope = -.004). One cao albserve

from the response distribution (Figure 4-5.D) thaine verbal responses, such as responses

-111 -



4 CHAPTER 4: NUMEROSITY PROCESSING IN SIMULTANAGAQ8HEN
ESTIMATING IS EASIER THAN COUNTING

60, 100 and 140, were used more often than othexgring large ranges of numerosities.
Finally, additional analyses suggekat our patient's responses could have been mfked

by non-numerical parameters. There was indeed rafisently greater correlation between
numerosity and response in trials of constant deiisi= .88,p < .01) compared to trials of
constant total occupied area% .66,p < .01) ¢ = 3.55,p < .01). There were however no
significant differences between these two typeisialls as regards overall percentage of errors

and mean variation coefficient.

4.3.6.2.3COMPARISON TO CONTROLS %2

The patient did not statistically differ from cools’ regarding overall error rate, mean
RT, regression of RTs or response against numgyasitnumerosity-response correlation

(see Table 4-2; see also Figure 4-5 for graph ofrots’ data).

Patient ~ Controls t-value p-value
mean SD (df =4) (two-tailed)

Errors (%)
Overall 100 97 5 0.55 0.61
Constant density 100 98 4 0.46 0.67
Constant area 100 96 6 0.61 0.58
RT (ms)
Overall 2720 1790 561 151 0.21
Regression of RT against numerosity
Intercept 2675 1684 749 1.21 0.29
Slope 1 2 7 NA within 2 SDs
Response
Regression of response against numerosity
Intercept 17.65 5.48 4.66 2.38 0.08
Slope 1.12 0.79 0.17 NA within 2 SDs
Numerosity-response correlation coefficient 0.76  0.8D.05 -1.05 0.35
Constant density 0.88 0.83 0.03 1.44 0.22
Constant area 066 0.83 0.06 -2.02 0.11
Mean variation coefficient * 0.44 0.27 0.05 2.98 <0.05
Constant density 0.34 0.28 0.05 1.10 0.34
Constant area 042 0.24 0.06 2.74 0.05
Regression of variation coefficient against numigyos
Intercept * 0.63 0.18 0.09 4.56 <0.05
Slope * -0.004 0.002 0.001 -4.47 <0.05

*  Patient significantly differs from controls' pt< .05
NA: statistical analysis was not possible due ffedénces among the controls’ error variances

Table 4-2 Comparison of patient’s vs. controls’ results ia free estimation task.

2L Controls performed this task in exactly the saomditions as the patient, except that they perfdrenéotal of
132 trials and that, although calibrated, they wereer explicitly informed of the stimuli range.

% Unless specified otherwise, we report resultsaralyses conducted after excluding data from themes
numerosities (10 and 138) to avoid noise from ariogceffects.
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However, the patient’'s mean variation coefficieatogds numerosities was statistically
higher than controls’, and the components of thedr regression of variation coefficient
against numerosity were also significantly diffar¢hable 4-2). Regarding effects of non-
numerical parameters, the patient did not stasiyicdiffer from controls on error rate,
numerosity-response correlation or mean variatioaffcient when looking separately at
trials controlled for density or for area (see Eabt2); however, controls did not present a
difference in numerosity-response correlation betwibe two types of trials (for both types,
= .83), in contrast to the patient. Similarly t@ tpatient, controls’ mean variation coefficient
in trials of constant density was not significardijferent in comparison to trials of constant

area.

4.3.6.2.4COMMENT

In sum, several measures of the estimation perfocmaf the patient indicate partial
preservation of estimation and no difference framntmls. However, the patient’s responses
were overall less precise and more influenced bymanerical parameters with respect to
controls, indicating that the estimation system hhigot be completely intact. Could these
differences and the repetitive use of some vedizls (60, 100, 140, 1000) be reduced with
the use of a forced-choice paradigm and calibratoorall the presented numerosities? We
used another estimation task in which our patieas wstructed to select the appropriate
answer among a specific and limited set of possésl Also, she was calibrated for all

possible answers.
4.3.6.3 Forced-choice estimation of large sets of dots (decades)

4.3.6.3.1METHOD

In this task the following numerosities were préedn 10, 20, 30, 40, 50, 60, 70, 80.
The patient was instructed to estimate as accyratel as fast as possible the quantity of dots
present in the display by choosing from this setesponses without counting. Either density
of the dot display (half the stimuli) or dot sizlalf the stimuli) was held constant
(randomization across trials). Data was collectedr dhree testing sessions, each starting
with calibration, as in the previous experiment, faw all test numerosities (i.e. numerosities
10 through 80). Overall, the patient completed @ltof 240 test trials, estimating each

numerosity between 28 and 33 times. During tealstrthe dots remained on the screen for 3
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seconds or until the patient gave a response. #feedots disappeared, the patient could still
give an answer before the next trial began. The dare black (mean visual angle of 0.2°)
and appeared in a white disc (mean visual angi oWwhich remained empty for 2 seconds
before each trial. RTs were collected using a véegl, and the patient’'s answers were
entered directly onto the computer keyboard byetkgerimenter. During the second session,
the patient wore a new pair of glasses which cteeéor far sight, and which she did not
wear during the other sessions.

4.3.6.3.2RESULTS®

Data did not vary much from one session to anadhnerwas therefore collapsed across

the three testing sessions.
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Figure 4-6 Patient’s vs. controls’ performance in forced-cleogstimation of large sets of dot8.) (Percentage
of errors. B) Mean responseC)) Response timesD} Response distribution. (Error bars representtahdard
deviation; in graph D, only the patient data is idegul, and the bar at right indicates responseufreqy in

relation to total number of responses).

Our patient showed a reduced overall percentagerofs compared to her performance
in the previous estimation task (= 83%, vs. 100% in the previous task; see FiguseAdfor
error rate in this task). RTaM(= 3319 ms,SD = 1173 ms) were fairly stable across

% Unless specified otherwise, we report resultsamalyses excluding data from the extremes numesgit0
and 80) to avoid noise from anchoring effects.
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numerosities, although there was a slight significgacrease with numerositR(= 4.41,p <

.05; intercept = 2807, slope = 11; Figure 4-6.@ggesting use of a same parallel process
across stimuli. Responses were tightly relatechéopgresented numerosity £ .73,p < .01,
Figure 4-6.B), increasing as numerosity increased 00.87,p < .01). As in the previous
estimation task, response distribution also refidch tendency to overestimate, mean
response being again consistently superior to dneect response across numerosities, except
of course for the maximum numerosity (80, for whitcis not possible to overestimate in this
forced-choice paradigm). Again, the response thstion (Figure 4-6.D) indicated scalar
variability, although it was “contaminated” by arpected anchoring effect of the maximum
numerosity (reduced variation in responses to e largest numerosities). The patient’s
mean variation coefficient (.28D = .07) was much lower than in the previous taé#)(and
again showed only a slight linear decrease acroseerositiesiR = 37.65,p < .01; intercept =
.37, slope = -.003). The patient made use of al gbssible responses, without showing
predominant use of a particular subset of respor&es also showed an overall reduction in
the variability of responses for each numerositynpared to the previous task. Finally,
several additional analyses suggesteat our patient’s responses were based on nurherica
information and not on information derived from @tlmon-numerical continuous parameters.
Indeed, there was no statistical difference betweals of constant dot density and trials of
constant dot size as concerns error rate, numgi@sponse correlation or mean variation

coefficient.

4.3.6.3.3COMPARISON TO CONTROL&"?®

The patient did not differ from controls regardiagerall error rate, although she was

significantly slower (see Table 4-3; see also Fegth6 for graph of controls’ data).

24 Controls performed this task in exactly the saomditions as the patient, except that they perfdrenéotal of
160 trials.

% Unless specified otherwise, we report resultsaralyses conducted after excluding data from themes
numerosities (10 and 80) to avoid noise from analgogffects.
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Patient ~ Controls t-value p-value
mean SD (df =4) (two-tailed)

Errors (%)
Overall 83 67 9 1.62 0.18
Constant density 82 67 8 1.71 0.16
Constant dot size 85 69 10 1.46 0.22
RTs(ms)
Overall * 3319 1656 387 3.92 <0.05
Regression of RT against numerosity
Intercept ** 2807 1416 228 5.58 <0.01
Slope 11 5 5 NA within 2 SDs
Response
Regression of response against numerosity
Intercept 22.27 10.32 4.36 2.50 0.07
Slope 0.80 061 0.15 NA within 2 SDs
Numerosity-response correlation coefficient 0.73 0.7®.04 0.00 1.00
Constant density 0.76 0.84 0.03 0.00 1.00
Constant dot size 0.70 0.72 0.08 0.00 1.00
Mean variation coefficient 022 021 0.04 0.21 0.85
Constant density 0.22 0.18 0.05 0.73 0.51
Constant dot size 0.21 0.21 0.05 0.00 1.00
Regression of variation coefficient against numigyos
Intercept 0.37 017 0.13 1.40 0.23
Slope -0.003 0.001 0.002 -1.49 0.21

* Patient significantly differs from controls' at.05; ** at p < .01
NA: statistical analysis was not possible due ffedénces among the controls’ error variances

Table 4-3 Comparison of patient’s vs. controls’ statistiadults in the forced-choice estimation task.

Concerning the regression of RTs against numerosigy intercept was significantly
higher than the controls’ but the slope was sinfilable 4-3). Linear regression of response
against numerosity, numerosity-response correlatigariation coefficient and linear
regression of variation coefficient against numiyadid not statistically differ from controls’
(Table 4-3). Concerning non-numerical continuouspeeters, the patient did not statistically
differ from controls on error rate, numerosity-respe correlation and mean variation
coefficient when looking separately at the two &ypétrials (see Table 4-3); also, similarly to
the patient, controls did not present a signifiadifference in numerosity-response correlation

nor in mean variation coefficient between the tyues of trials.

4.3.6.3.4COMMENT

In sum, our patient was able to improve her esiongberformance in this task which
contains a smaller set of numerosities, providébregion for all numerosities, and constrains

responses through a forced-choice paradigm. RTe fa@ty stable across numerosities, and
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response distribution suggested scalar variabilitlich leads us to think estimation was
preserved and that it reflected use of a parafl@tgss. The patient still showed a tendency to
overestimate in comparison to controls, but didsignificantly differ from the controls on all
measures. In particular, in contrast to the fréenadion task, the patient no longer presented
differences in performance in relation to non-nuocarparameters, and additionally, her
variation coefficient, which is a measure of theqgsion of the estimates was not longer
different from controls in this task. These resudtgggest that the difficulties in the free
estimation task might not have been due to a defidhe numerical representation level, but
perhaps to difficulties in focusing on numerosiind in selecting and using the appropriate
verbal labels. To address this last issue morettixeve presented our patient with two tasks
in which she had to compare and add non-symbotiausit with no requirement to use verbal

labels.
4.3.6.4 Comparison of large sets of dots

4.3.6.4.1METHOD

The patient was presented with two large sets tf doe after the other, which she was
to compare by indicating which one contained thestmabts as accurately and as fast as
possiblé®. Each set could contain a numerosity ranging fidnto 128. The ratio between the
two sets was manipulated to form four ratio catesggoratio ~1.3, ~1.5, 2 or 4. The first set of
dots was always yellow and the second blue, sottigapatient answered “yellow” or “blue”
to indicate the most numerous set. At the viewirsgatice of 82 cm, dots subtended a mean
visual angle of 0.2°, and mean occupied area avengle of 5.1° (width) and 4.7° (height).
The session began with five training trials witlkedback (“correct” or “incorrect”). She
performed a total of 72 test trials (18 trials &ach ratio category in randomized order). The
background was black and a small white centraltiiwadot appeared (600 ms) before each
set of dots, which also appeared centrally (1 s#cofhe second set of each comparison pair
was followed by a black screen which remained uhelpatient gave a response. The largest
set of dots was presented first in half the tr{alsler was randomized across trials). Data was

gathered in one session.

% As the patient was unable to use the responsefbisxvere measured by experimenter keypress ant mus
therefore be interpreted with caution.
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4.3.6.4.2RESULTS

Accuracy was quite high{ = 81%) and increased in a linear fashion as tataeen

the two numbers became larger (see Figure 4-7.A).
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Figure 4-7 Patient’s vs. controls’ performance in compariséiaoge sets of dotsA() Percentage of correct

responsesB) Mean response time. (Error bars represent +Hatardeviation).

This distance effect was not statistically sigrafic when taking into account all ratios,
however, direct comparison between accuracy wiib a3 vs. 4 was significany3(1) = 4.4,
p < .05, accuracy difference = 27%). Accuracy dtiaadly differed from chance for all ratios
except the smallest (for ratio 1;8(1) = 5.6,p < .05; for ratio 2;%(1) = 8,p < .01, for ratio 4,
x3(1) = 14.2,p < .001). The behavioural Weber Fraction was ofi0Correct RTsNI = 1621
ms, SD = 486 ms) varied across ratios and also followelistance effect pattern (faster RTs
for larger ratios), as was confirmed by a linegression R = 21.50,p < .01) (Figure 4-7.B),
with a large difference between the smallest angekt ratio (718 ms faster with the largest
ratio).

4.3.6.4.3COMPARISON TO CONTROLS'

The patient significantly differed from controls omerall mean accuracy and accuracy
with ratios 1.5 and 2, but not with ratios 1.3 @pdor concerning the difference in accuracy
between the largest and smallest ratio (Table geé;also Figure 4-7 for graph of controls’
data).

27 Controls performed this task in exactly the saomditions as the patient, except that they respnde
themselves using the response box.
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Patient ~ Controls t-value p-value
mean SD (df =4) (two-tailed)

Accuracy (%)
Overall * 81 96 4 -3.42 <0.05
Ratio 1.3 67 89 16 -1.26 0.28
Ratio 1.5 * 78 97 5 -3.47 <0.05
Ratio 2 ** 83 99 3 -4.87 <0.01
Ratio 4 94 99 3 -1.52 0.20
Difference ratio 4 - ratio 1.3 27 10 16 0.97 0.39
Weber Fraction 054 0.13 0.13 2.88 0.05

RTs(ms)
Overall 1621 1131 258 1.73 0.16
Ratio 1.3 1946 1285 279 2.16 0.10
Ratio 1.5 1705 1088 268 2.10 0.10
Ratio 2 1735 1073 274 2.21 0.09
Ratio 4 1228 1073 284 0.50 0.64
Difference ratio 4 - ratio 1.3 -718  -212 186 2.48 0.07
Regression of RT against ratio
Intercept ** 2166 1229 261 3.27 <0.05
Slope? -234 -44 5C NA  over 2 SDs

* Patient significantly differs from controls' at{.05; ** at p < .01
NA: statistical analysis was not possible due ffedénces among the controls’ error variances
a Patient's result is lower/higher than 2 SDdefdontrols' result

Table 4-4 Comparison of patient’s vs. controls’ results ia ttots comparison task.

The patient’s behavioural Weber Fraction did nghsgicantly differ from controls’. The
patient’s overall mean correct RT, correct RT facteratio category and the difference in RT
between the largest and smallest ratio did notifsigntly differ from controls’ (Table 4-4).
However, the patient significantly differed fromntmols on measures of the linear regression
of correct RTs against numerosity, presenting adrigntercept and a steeper slope (Table 4-
4).

4.3.6.4.ACOMMENT

These results suggest overall spared ability inpaymon of large sets of dots, with
above chance performance for most ratio categamesa pattern that followed a distance
effect. However, performance was overall not asuate as controls, indicating that the
process might be slightly impaired. Having estdi@ds that estimation as well as comparison
of large sets of dots was possible within certamit$, we were interested to find out if basic
arithmetical manipulation of these non-symbolic rmjitees was also relatively spared. This

was investigated in an addition task.
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4.3.6.5 Addition and comparison of large sets of dots

4.3.6.5.1IMETHOD

In each trial, the patient was presented with tiaege sets of dots one after the other,

the first two being yellow and the third blue (Sagure 4-8 for an example of the stimuli).

Yellow1 + Yellow?2 | vs. Blue

“
- t3
. tz
t1

Figure 4-8 Example of the stimuli used in the addition and panson of large sets of dots.

She was required to mentally “add” the two yellostssand compare this result to the
blue set, in order to determine whether there weoes yellow dots altogether or more blue
dots. She was asked not to count, but to estimmi@ceurately and as fast as possible the
number of dots in each set and respond by sayiegoly” or “blue” in reference to the
largest quantity’. The ratio between the two numerosities that d¢oret each comparison
pair (i.e. between the result of the addition oé tyellow sets, and the blue set) was
manipulated to form three ratio categories, fromchistimuli were selected randomly across
trials: ~1.3, ~1.5, 2. Each session began withraihing trials with feedback (“correct” or
“incorrect”). The background was black and stayetbty (700 ms) before each set of dots
appeared centrally (700 ms). The third set of dats followed by a black screen (6 seconds)
before the following trial began. Half the sets wehgonstant dot size (mean visual angle of

2 As the patient was unable to use the microphosdrese box, RTs were measured by experimenter ésypr
and must therefore be interpreted with caution.
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0.2°), and the other half of constant total occdpieea (about 5.7°; randomisation of this
variable across trials). Data was gathered overswgsions with a total of 96 trials. In half the
trials the yellow quantity was larger than the bdueantity (randomization across trials).

4.3.6.5.2RESULTS

Results collected from two different testing sessiwere similar and data was therefore

collapsed across sessions.

A @ B
100 £ 2000
|_
Q
75 2 1500
4 o
(8] o
o 2
s 50 o 1000
O —
[8]
B o
25 —8— Patient S 500
Controls =
0 : ‘ : o} 0
1.3 15 2 = 1.3 1.5 2
Ratio Ratio

Figure 4-9 Patient’s vs. controls’ performance in addition aothparison of large sets of dotA.) (Percentage

of correct responseB) Mean response time. (Error bars represent +Hatardeviation).

Overall accuracy was goo(= 76%; see Figure 4-9.A). Accuracy varied a ldiveen
the smallest (1.3) and largest ratio (2), incregsmom 69% to 93% (accuracy difference =
24%), reflecting a distance effect confirmed bytistial analysis 3(2) = 7,p < .05), even
though it was the lowest for ratio 1.5 (65% coryeétccuracy differed significantly from
chance for all ratios except the smallest (fororatb,y?(1) = 4.9,p < .05; for ratio 2y%(1) =
19.6,p < .001). Concerning the effect of non-numericalapzeters, overall accuracy did not
vary across conditions. The patient’'s behaviourab®f Fraction was 0.55. Correct RTs
(Figure 4-9.BM = 1682 msSD = 595 ms) were analysed in a 2x3 independent ANOWA
non-numerical parameter (constant dot size or eoms$btal occupied area) and ratio (1.3, 1.5

or 2) as independent variables, and showed nofsigni effect.

4.3.6.5.3COMPARISON TO CONTROLS’

The patient did not significantly differ from coats concerning overall mean accuracy,

accuracy with ratios 1.3 and 2, and differencedousacy between the largest and smallest

29 Controls performed this task in exactly the saomditions as the patient, except that they perfdrenéotal of
48 trials (16 trials with each ratio category) aadponded themselves using the response box.
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ratio, whereas her accuracy was significantly lowgh ratio 1.5 (Table 4-5; see also Figure

4-9 for graph of controls’ data).

Patient  Controls t-value p-value
mean SD (df =4) (two-tailed)

Accuracy (%)

Overall 76 92 6 -2.43 0.07
Constant dot size 73 91 6 -2.74 0.05
Constant area 78 93 8 -1.71 0.16
Ratio 1.3 69 81 16 -0.69 0.53
Constant dot size 75 80 17 -0.27 0.80
Constant area 63 83 21 -0.87 0.43
Ratio 1.5 ** 65 95 3 -9.13 <0.01
Constant dot size ** 55 95 7 -5.22 <0.01
Constant area * 72 95 7 -3.00 <0.05
Ratio 2 93 99 3 -1.83 0.14
Constant dot size 90 98 5 -1.46 0.22
Constant area 100 100 0 - -
Difference ratio 2 - ratio 1.3 24 18 13 0.42 0.70
Constant dot size 15 17 14 -0.13 0.90
Constant area 37 17 21 0.87 0.43
Weber Fraction * 055 0.21 0.10 3.1 <0.05
RTs(ms)
Overall * 1682 858 158 4.76 <0.05
Ratio 1.3 * 1397 885 120 3.90 < 0.05
Ratio 1.5 ** 1885 890 180 5.05 <0.01
Ratio 2 * 1516 798 179 3.66 <0.05
Difference ratio 2 - ratio 1.3 119 -88 118 -1.60 0.19
Regression of RT against ratio
Intercept ** 2126 1089 167 5.66 <0.01
Slope 271 -l144 12¢ NA within 2 SDs

* Patient significantly differs from controls' at{.05; ** at p < .01
NA: statistical analysis was not possible due ffedénces among the controls’ error variances

Table 4-5 Comparison of patient’s vs. controls’ results ia ttots addition and comparison task.

The patient’'s overall mean correct RT and corrett fBr each ratio category were
significantly slower than controls’, and the intep¢ of her linear regression of correct RTs
against numerosity was significantly higher (TaBlk®). However, the slope of the linear
regression was similar to controls’, and the défere in RTs between the largest and smallest
ratio did not significantly differ from controls’Té@ble 4-5). Concerning non-numerical
parameters, the patient did not significantly diffiem controls’ in both trials controlled for
dot size and trials controlled for area as concdradifferent accuracy measures (Table 4-5)
except accuracy with ratio 1.5 for which she wassedhan controls on both types of trials

(Table 4-5). Also, the patient’'s behavioural WelbBeaction was significantly higher than
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controls’. Finally, controls’ correct RTs were alanalysed in a 2x3 independent ANOVA
with non-numerical parameter (constant dot sizeamrstant total occupied area) and ratio
(1.3, 1.5 or 2) as independent variables; simildadythe patient, none of the main or

interaction effects were significant.

4.3.6.5.4COMMENT

These results indicate that our patient was ovefa# to perform addition of large sets
of dots, and that her performance followed a drstagffect (accuracy). However, precision
was lower than controls. Regarding RTs, the cositfakter RTs could be due to the fact that
they used the response box themselves, whereaxpleeimentator was pressing the key for
the patient after she verbalized the responsehigeivas also the case in the dots comparison

task, in which the patient’'s RTs were neverthetgabally similar to the controls’.

4.3.6.6 Comment on performance in tasks involving non-symbolic stimuli

We have shown that our patient presents partiaepvation of subitizing, estimation,
comparison and addition of sets of dots. We hage abserved that her performance at
counting, although very poor, indicates that she maact be performing the task by using
an estimation strategy, as suggested by her resgbsisibution. These observations suggest
that she relied, in all these tasks, on a paralecess which allowed her to apprehend
numerosity in an approximate fashion. Preservatbrthis type of fast, parallel process
contrasts with alteration in a slower, serial pescgessential for exact counting). This

dissociation is further supported by the data effdature and conjunction search tasks.

4.4 DISCUSSION

We report the numerical performance of a patieeas@nting massive simultanagnosia, a
disorder causing difficulties in the coherent petmn of several elements in a visual scene,
whereas individually presented objects can be pexdecorrectly (e.g. Balint, 1909, cited by
Rizzo & Vecera, 2002). These difficulties were rasin several neuropsychological tasks,
as well as in everyday life. In particular, theipat presented marked difficulties in serial
search, whereas parallel (pop-out) search was mezhea dissociation which has been
demonstrated in other simultanagnosic patientsléfic& Saffran, 1991; Dehaene & Cohen,
1994). In addition to basic neuropsychological andherical evaluation, we administered a
task that required exact counting and several tesigiring approximate evaluation of large

numerical quantities. In sum, the results showdtssociation between exact counting, which
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was severely impaired (outside the subitizing rangasd approximate extraction and
manipulation of quantity, which were largely presst. Indeed, counting of small quantities
(3-8) was severely disrupted, whereas the enumeraif 1 and 2 items was possible.
Although counting was error-prone, errors were nabhdom and reflected use of an
approximate estimation process (in addition to tbata faulty counting process). This
estimation process was directly evaluated with mlacher quantities in free as well as
forced-choice estimation tasks. In these tasks,ptteent’s performance suggested general
sparing of an approximate quantification procelss:datient’s estimation responses were not
random but correlated with presented numerosityemer in a pattern that suggested scalar
variability, a typical signature of estimation pesses (Gallistel & Gelman, 1992; Whalen et
al., 1999; lIzard, 2006; Dehaene & Marques, 2002)wéler, some measures in the free
estimation task (variation coefficient and its pattin relation to numerosities) indicated that
the precision of this process was altered in commparto controls. The patient’s performance
in comparison of large sets of items, and in addiand comparison of large sets of items was
consistent with the estimation data, indicating egah sparing of a however less precise
guantification process. In the estimation taskspranision was reflected not only by
overestimation in comparison to controls (meanaasp was overall about twice as high as
controls’), but especially by a much greater vasiain response (overall 3 to 4 times higher
than controls’). In the comparison tasks, the patweas more imprecise than controls as she
needed a greater difference in the quantities tcobgpared in order to reach the same level of
accuracy as controls. Finally, in contrast to colsirthe patient was influenced to some
extend by non-numerical parameters in the firstretton task and tended to give extreme or
repetitive answers, especially to large quantiffes e.g. responding “one thousand” for a
numerosity smaller than 200). However these diffees were no longer present in the
forced-choice estimation paradigm with completebecation to the presented numerosities.
We will discuss this below, and present a tentaplanation in terms of executive
demands.

The subitizing-counting dissociation that the patipresents is comparable to that
reported in Dehaene and Cohen’s (Dehaene & Cohe®¥)lgroup of patients. Whereas
Gallistel and Gelman (Gallistel & Gelman, 1991; l3&l & Gelman, 1992) consider
subitizing as fast preverbal serial counting, Deleaand Changeux (Dehaene & Changeux,
1993; see also van Oeffelen & Vos, 1982) have megathat it reflects use of parallel
numerical estimation. Although estimation is anragpnate process, precision is higher with

smaller quantities, in accord with Weber’s law (t7a2006; Whalen et al., 1999), and could
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therefore result in a flawless performance for $nsalbitizable numbers. Others have
suggested that subitizing relies on visual mecmasighich are non numerical in nature but
can occur in parallel, such as attentional indexihgbjects (Trick & Pylyshyn, 1994). Since

simultanagnosic patients do not have access tal sxploration processes, their reported
ability to quantify small sets of items (Dehaené&&hen, 1994) strongly argues in favor of a
parallel numerosity extraction process.

In the same vein, subitizing has also been showbetpreserved in neglect patients,
who present difficulties in orienting to and takinmgo account items situated in the space
contralateral to their cerebral lesion (usuallyt Ispace following right parietal damage)
(Vuilleumier & Rafal, 1999; Vuilleumier & Rafal, 20). Both these findings argue in favor
of a parallel view of subitizing. However, one cahoonclude from the neuropsychological
studies (Dehaene & Cohen, 1994; Vuilleumier & Rai#l99; Vuilleumier & Rafal, 2000)
that the patients in question used numerical estimaather than a more general visual
process to subitize. Moreover, different studiesehgahown that infants and non-human
animals have distinct systems for very small quisti(visual indexing) and larger quantities
(numerical approximate system), but this is legsarclin adults (review: Feigenson et al.,
2004a). Therefore the question remains open ash&iher adults’ fast enumeration of small
guantities of visually presented dots relies omuaisndexing, numerical estimation, both of
these processes or another parallel process.

Here we further extended the counting-subitizingsdciation and probed the general
preservation of approximate judgments of larger-symbolic quantities. We show, for the
first time, that a severely simultanagnosic pateart remain able, to some extent, to estimate,
compare and manipulate large sets of dots. Furtbrexnour patient’s performance in the
visual search tasks suggests that counting wasipdést because of difficulties in serial
processes, whereas the approximate apprehensiomnoérosity (whether small or large)
might be explained by the preservation of a pdrpliecess (preserved pop-out effect). These
results therefore suggest that approximate nunigudgments rely on a parallel process (as
suggested by Dehaene & Changeux, 1993). Alterrgtitbey might rely on a serial
preverbal counting process (as suggested by GhlistGelman, 1992), but this process
would then have to be fairly independent from visatention, in contrast with verbal
counting. In sum, the serial processing of vistiahgli and the various sub-processes that it
may call upon and that may be impaired in simulgamosia (feature location and identity
binding, Coslett & Saffran, 1991; location codingcCrea et al., 2006; explicit access to
spatial maps, Kim & Robertson, 2001; disengagenémtttention, Pavese et al., 2002, see
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also Darlymple et al., 2007), do not seem to béspehsable to estimate large quantities of
visual stimuli.

However, as mentioned above, the patient’s perfoomandicated a lesser precision in
the approximate quantification process. One pdgyilié that the core numerical process is
also slightly impaired. This core numerical capgcitumber sensewhich is shared with
babies (Xu & Spelke, 2000), non-human animals #oreview, see Gallistel & Gelman,
1992), and indigenous populations with a restriatednerical lexicon (Pica et al., 2004;
Gordon, 2004), is thought to be subserved by theetah lobe, more specifically the
horizontal segment of the intraparietal sulcus §lfér a review, see Dehaene et al., 2003). It
is possible that part of the patient’s hIPS magadly be affected by the degenerative disease.
Another or additional possibility is that the sphfattention deficit interfered slightly with the
perception of the stimuli, for instance by prevegtthe normal attentional amplification and
grouping of a dispersed set of dots. This wouldlarpthat performance with symbolic
numerical judgments requiring number sense was défested (verbal subtraction, Arabic
digit comparison), as these other tasks eitherndidinvolve visual perception (subtraction
problems were read out loud) or only involved symdentification which was clearly spared
(Arabic digits were easily identified).

Finally, as mentioned above, the patient performancthe free estimation task was
influenced by non-numerical parameters, and shovepetitive use of extreme answers.
These difficulties disappeared when calibration wasplete and when response selection
was more controlled and less demanding (selecs@orse among 8 possibilities, rather than
a potentially infinite list of possible answers &s the first estimation task). Although
speculative, we hypothesize that the difficultiesthe free estimation task could be due to
executive difficulties in the selection of respoiakeels, in the calibration process, or in the
capacity to focus on numerosity and not be distichbly other non-numerical parameters such
as total occupied area or density of the cloudat$é.dData in support of this hypothesis comes
from a recent study of a frontal patient with deterexecutive disorders who presented intact
numerical processing in several tasks involving -spmbolic stimuli, but significant
difficulties in estimation without any prior caldion (overestimation, more marked in trials
in which area co-varied with numerosity) whereas erformance was improved (and was
less influenced by non-numerical parameters) afsdibration (Revkinet al, 2007). Indeed,
the present patient also presented some execuffi®ilties in addition to her main visuo-

spatial impairments, and her performance was sagmfly improved in conditions which
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might require less executive functions (forced-choestimation paradigm with complete
calibration).

The present data further document the cognitivéepatof performance of posterior
cortical atrophy patients, showing that preservatbsome approximate numerical processes
is possible. Another study of numerical processing posterior cortical atrophy patient has
recently been reported by Delazer and collaboratDedazer et al., 2006), and contrasts
greatly with the present case. Indeed, their papegsented deficits in approximate numerical
tasks (including numerosity estimation) while congtwas relatively spared (she was able to
count up to 9 dots, whether arranged in curved)ingcles or unstructured patterns). It is not
known whether subitizing was preserved (respomse tvas not measured in this counting
task). Although this patient presented simultanagnat seems it was not important enough
to disrupt counting (the authors suggest spati@ntbn was thus partially preserved). In
contrast, a clear impairment in number sense igestgd (difficulties in estimation of
numerosities and of the result of subtraction ajpa@mna, poor verbal subtraction and division,
pronounced distance effect on an Arabic digit comspa task). Taken together with
preserved multiplication and addition arithmetictfa this pattern of results was interpreted as
reflecting a major deficit in number sense, a phdeficit in the visual attention component
of numerical processing, and a sparing of the Jartvaponent of numerical capacities. In the
case of our patient, the results point to a gersgrating of number sense, important deficits in
visual attention, and a slight disruption of theba component of numerical processing
(difficulties with multiplication).

The partial double dissociation exhibited by thés® patients can be tentatively
explained by the pattern of cerebral dysfunctioneled, Delazer and collaborators’ patient
(Delazer et al., 2006) had a bilateral parietal dmptabolism, more severe on the right,
whereas our patient’s posterior hypoperfusion wasenmarked on the left, thus perhaps
explaining the difference in verbal and numericatfprmance. Indeed, the triple-code model
(Dehaene et al., 2003) proposes a left-lateralizmetdal component for rote arithmetic facts
such as multiplication and sometimes addition, whsr subtraction problems would be
resolved more often by quantity processing (biktparietal cerebral substrate). Moreover,
the dissociation between counting and estimationldcgerhaps also be linked to the
asymmetry in the cerebral dysfunction, in accorthwhe two neural systems reported by
Piazza and collaborators (Piazza et al., 2006) imgagtudy (strictly right lateralized circuit

for numerical quantity estimation, whereas countntjvates additional left parietal regions).
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Altogether, such cases indicate that subitizingjmegion, counting and attention
orienting are partially dissociable functions, aligh all related to the parietal lobe. In the
future, multiple single-case studies, followed byiree correlation of the deficits with the

extent of the lesions, could contribute to clattigir anatomical and functional relations.
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5.1 ABSTRACT

Patients with frontal lobe damage have been shawprdduce implausible answers in
cognitive estimation, a task requiring approximateswers to quantity-related questions of
general knowledge. We investigated a patient witintbl damage who presented executive
deficits and difficulties in cognitive estimatiotg determine whether they could extend to
perceptual numerical estimation (approximately ea&hg the quantity of visually presented
sets of items) and if so, whether they emerged frapairments to the internal representation
of quantities or to strategic processes of resp@adection and plausibility checking. The
patient produced extreme answers in the perceptuaérical estimation task, well outside of
controls’ range of answers (overestimation); howeether numerical measures showed a
globally intact internal representation of numedrigaantities. This suggests that this patient’s
cognitive and perceptual estimation deficits aree da executive dysfunction likely to
interfere at the level of translation from an inteternal representation to output.
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5.2 INTRODUCTION

It has long been known that focal frontal lobe dgenaan sometimes cause relatively
isolated cognitive deficits, which almost go unoetl, as general intellectual capacities can
be spared. One striking finding revealed that spatéeents with frontal lobe damage, whose
general intellectual abilities were intact, presémspecific difficulties in cognitive estimation,
the capacity to give approximate answers to questaf general knowledge for which no
precise answer is readily known (Shallice & Evari€78). Indeed, these patients’
performance, when presented with questions pengifor example to the size, height, or
weight of objects, was characterized by extremmlglausible answers (example of an answer
in response to the question “what is the lengthroAverage man’s spine?”: “between 4 and 5
feet”). As intellectual capacities were spareds tiype of deficit was interpreted as resulting
from selective and regulative processes attributedhe frontal lobes (selecting possible
answers; checking for the plausibility of each amswetc.), rather than degradation of general
knowledge.

On the other hand, other patient studies (TayloD'&€arroll, 1995; Mendez, Doss, &
Cherrier, 1998; Brand, Kalbe, & Kessler, 2002a;|®8ala, MacPherson, Phillips, Sacco, &
Spinnler, 2004, Experiment 3) have brought evidghe¢ cognitive estimation deficits may
not be specific to patients with focal frontal lobamage. Indeed, cognitive estimation can
also be impaired in patients with posterior lesjoms these cases supposedly reflecting
impairment of general knowledge itself (semantiemogy). In the same vein, performance on
the Cognitive Estimation Task (CET; Shallice & Esai978) has been found to correlate
with a test of semantic memory (in patients witlzl#dimer’s disease: Della Sala et al., 2004,
Experiment 3; in healthy subjects: Della Sala et 2004, Experiment 2). Also, cognitive
estimation as measured by the CET and by anothker(taria Memory Test) has been shown
to correlate in patients having suffered traumdir@in injury not only with tests of
intelligence, but also with tests of memory (FreemByan, Lopez, & Mittenberg, 1995).
These findings suggest that cognitive estimatidiesgartly on long-term memory functions
(in particular semantic memory) known to be masup-served by the temporal lobe.

Importantly, most tasks used to evaluabgnitiveestimation do not require a perceptual
judgement of quantity (as would, for example, judpithe length of the experimenter’s
spine). What happens in the cas@eiceptualestimation, of numerical quantity for example?
Could this type of estimation, which calls upon gasses implicated in the extraction and

representation of numerosity, also involve exeeusitrategic processes (selection in a context
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of uncertainty), like cognitive estimation does?st, could perceptual estimation also be
impaired following frontal lobe damage?

Perceptual numerical estimatipthat is, explicit naming of an estimate of a gugr{in
a task in which subjects are to give a verbal esgnof the quantity of a set of items) is
different from implicit numerosity apprehension aomparison of numerical quantity for
example, which have been more frequently studiegl (@azza et al., 2004; Cantlon et al.,
2006; Piazza et al., 2007). One important aspepeofeptual numerical estimation, which is
not present in numerical comparison, is calibratioamvolved in the mapping from
approximate numerical representation to a verbsparese grid. 1zard & Dehaene (Izard &
Dehaene, in press) recently studied calibratioyoung healthy subjects, and found that there
was a spontaneous tendency to underestimate, wduald be countered by externally
calibrating subjects (showing an example of a satuarrently to the correct verbal response).
They suggested that this external calibration m®agas probably a mix between strategic
and automatic adjustment of verbal responses tatamal numerical representation. Indeed,
subjects reported trying to keep in mind the exangpld correct their estimation accordingly
(strategic component), but also had the impressionot making a very big adjustment,
which contrasts with the relatively large adjustingbjectively made (automatic component).
Could external calibration rely on executive prassssub-served by the frontal lobe, as it
possibly calls upon a strategic component?

Not many studies have specifically investigated tiezebral bases of perceptual
numerical estimation. Three neuropsychologicalissi@Warrington & James, 1967; Delazer
et al., 2006; Pesenti et al., 2000) suggest aafallee parietal structures, in particular the right
parietal lobe, in perceptual numerical estimatig¥hereas cognitive estimation relies on
semantic knowledge sub-served by temporal strugtiihese studies suggest that perceptual
numerical estimation relies on more general nurakpeocessing abilities sub-served by the
parietal structures (for a review on numerical psstng and the parietal lobes, see Dehaene
et al., 2003). Therefore, a deficit in perceptuamerical estimation in patients with focal
frontal lesions would have to have another soune@& dysfunction of numerosity extraction
and representation, as parietal lobes are spattmpatients.

To our knowledge, no controlled study has been gotedi on perceptual numerical
estimation in patients presenting executive defid¢dllowing focal frontal lobe damage.
Similarly to studies pertaining to cognitive esttroa (Shallice & Evans, 1978, Smith &
Milner, 1984, Smith & Milner, 1988; Della Sala ét, 2004, Experiment 1) one could expect

impairments in perceptual numerical estimationatignts with frontal lobe damage, as it also
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represents a task in which no exact answer islyeadailable (in contrast to counting), and
calls upon selection of a response among a thealigtinfinite range of possibilities. In the
present study, we therefore aimed to replicatdititéng of impaired cognitive estimation in
a patient presenting focal frontal lobe damage, smapecifically investigate perceptual
numerical estimation, and to decompose the estimgirocess, with the help of different
tasks tapping into different levels of the numdrestimation procedure.

We defined three main levels at which perceptuahemnical estimation deficits could
occur. A first level is the representation of nuitar quantity, that is, the core quantity
system itself. Considering the evidence that weutised above concerning the link between
numerical representation and parietal structuresieasoned that this level should be intact in
a patient with focal frontal damage. To test it, uged tasks known to recruit representation
of numerical quantity, and which do not requireesbal output: comparison of large sets of
dots, addition and comparison of large sets of,ab{gt comparison, and number-size Stroop
digit comparison. A second level concerns the eslecalibration process. As it has been
suggested that this process might involve executinetions, such as the capacity to draw
inferences from an external reference, we hypatkesthat it could be impaired following
frontal lobe damage, as a deficit in adjusting eneutput after being given examples of
correct output. Therefore we tested perceptual megaieestimation with external calibration.
The translation from representation to output atuss the third level that we wished to
investigate. A deficit at this level would refleat faulty procedure, or link, from intact
representation to output. Again, as for calibratie hypothesized that frontal lobe damage
could lead to an impairment at this level of seferthe appropriate output and/or checking
the output for plausibility, similarly to reportemhpairments at this level in cognitive
estimation. Moreover, if a deficit should occuttlas level, we wished to investigate whether
it was general or modality-specific, by testingeliént output modalities. We therefore used a
forced-choice paradigm first to test the levelrahslation to output (forced-choice estimation
“from dots to digits”), and second to test anothetput modality (forced-choice estimation

“from digits to dots”).
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5.3 METHODS AND RESULTS

5.3.1 Case description

The patient we examined was a 28 year old righttedmative German speaking man
who had accomplished polytechnical studies anedrhias an engines fitter. He was at the
benefit of an incapacity pension following a catident about 8 years prior to testing, which
had caused left frontal substance defect. Abowga2sy/prior testing, the patient had suffered a
second accident (a fall down some stairs), causmig cerebral contusions. A computed
tomography (CT) scan taken during the testing jesttowed left fronto-polar to fronto-basal

damage (see Figure 5-1).

Figure 5-1 CT-scan showing left fronto-basal to fronto-polanthge.

Because of the recent occurrence of epileptic GMaldseizures, he underwent routine
neuropsychological testing and at this occasion praposed to participate in this study. The

patient gave his informed written consent priohi®inclusion in the study.

5.3.2 Healthy participants

A first group of 15 healthy unpaid volunteers (5nhevas used as a comparison of the
patient’s results on most tasks. They were agetb 2B years (mean age = 26.87 years). For
one task (forced-choice estimation “from digitsdtts”, see section 2.9.), data was collected
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from a second group of 15 healthy participantsr{ih), 5 of which were participants from

the first group. Participants of this second growgre aged 24 to 37 years (mean = 28.00
years) Participants of both groups were all naBeeman speakers. Finally, for one other task

(comparison of large sets of dots, see sectiorlPwée used control data collected from 18

healthy French-speaking paid volunteers (8 mennnaga = 24.94 years, ranging from 18 to

38), participating in another study. We used tlagadeven though it had been collected from

French speakers, because the task did not caleftyal responses. Participants from all three

groups were right-handed and of similar educatiolesdel (all university students or

graduates) and gave their informed consent pritindw inclusion in the study.

5.3.3 Neuropsychological examination

A neuropsychological evaluation of the patient wasried out two days before

numerical testing began (all results are repometable 5-1).

Patient Max. score

Verbal Intelligence

Premorbid 1Q (Lehrl, Merz, Burkard, & Fischer, 1991 91
Memory
Verbal memory (VLMT-A; Helmstaedter & Durwen, 1990)
Verbal learning (tot.) * 38 75
Free recall, short delay * 7 15
Free recall, long delay * 15
Recognition 15 15
Figural memory (RCFT; Rey, 1941; Spreen & Strai998)
Free recall, short delay ** 14.5 36
Free recall, long delay 21 36
Recognition 21 24
Attention
Digit span forward (WMS-R; Wechsler, 1987) 6 12
Alertness (TAP; Zimmermann & Fimm, 2002)
Alertness without warning (median, msec) 227
(SD, msec) 33
Alertness with warning (median, msec) 199
(SD, sec) ** 138
Phasic alertness (score) 0.13
Divided attention (TAP)
Median (msec) * 769
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Patient Max. score

Attention

Divided attention (TAP)

SD (msec) ** 385
Errors 0
Executive functions
Digit span backward (WMS-R, Wechsler, 1987) 5 12
Complex mental calculation (GDAE; Jackson & Wartorg 1986) (scaled score) 8 17
Verbal fluency (RWT; Aschenbrenner, Tucha, & Lan2@Q1)
Categorical verbal fluency (animals/min) * 15
Phonological verbal fluency (s-words/min) * 8
Alternated verbal fluency (alternation sports-fsiitin) 12
Alternated verbal fluency (alternation h-words tvaords/min) * 6
Planning and problem-solving (TOL, German versikohler & Beck, 2004; Kohler,
Beck, & Hohnecker, 2003) (trials)
Solved trials 6
Errors ** 7
Cognitive flexibility (OMO; Flowers & Robertson, 89) (errors) 0
Inhibitory control (Go-NoGo task, computerised wens adapted from Fox, Michie,
Wynne, & Maybery, 2000)
Go correct % 98.9
NoGo correct % ** 63.3
FAB (Duboais, Slachevsky, Litvan, & Pillon, 2000p{tscore) 17 18
Conceptualisation 3 3
Mental flexibility 3 3
Motor programming 3 3
Sensitivity to interference 3 3
Inhibitory control 2 3
Environmental flexibility 3 3
IOWA gambling task (Bechara, Damasio, Damasio, &éuson, 1994; Bechara, Tranel,
& Damasio, 2000)
Bloc 1-5 (tot. draws from favourable decks) ** 34 100
Constructive abilities
Copying a complex geometrical figure (RCFT; Rey1,9Spreen & Strauss, 1998)
Score 34 36
Duration (sec) ** 487
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(Table 5-1 continued)

Patient Max. score

Sensation seeking

Intensity (AISS-D; Roth, Schumacher, & Arnett, 2D03 28
Novelty (AISS-D) * 26

Legend: (*) = patient’s result below 1.5 SD frone ttmean of standardised norms; (**) = patient’s itdselow 2 SD

from the mean of standardised norms.

Table 5-1 Neuropsychological background tests’ results.

The patient presented a slight deficit in verbaiglderm memory (learning and recall
difficulties, consolidation and recognition beingtact), in verbal production (categorical,
phonological and alternating phonological fluenegts), and a deficit in decision making
(IOWA gambling task). The patient also presentddbition difficulties in a go-no-go task,
attention fluctuations in a phasic alertness tast] slow (although sufficiently accurate)
performance in different tasks (divided attentiest complex mental calculation test; copy of
a complex geometrical figure). He also presentetleme positive scores on the novelty
component of a sensation-seeking scale, and oceddi@haviour which was contextually
inadequate or impulsive. There was no deficit imbak span and working memory (digit
spans forward and backward), figural long term mgmplanning, cognitive flexibility, and
in all subtests of a short battery investigatingarive functions (FAB). Finally, verbal 1Q
was estimated at 91, a score that was in the noramge. In sum, the patient presented
executive impairments compatible with and typicél focal frontal lobe damage. The
experimental testing reported in the next sectiaas warried out over 4 sessions which
covered a period of 2 months. All computerized $aslere programmed and administered

using e-prime software (Schneider et al., 2002).

5.3.4 Cognitive estimation

The “Test zum kognitiven Schéatzen” was administénddS, Brand, Kalbe, & Kessler,
2002b), and showed a marked impairment (6 corr@gtidsible in all four categories (size:
2/4; weight: 1/4; numerosity: 1/4; time: 2/4), héfie time due to under-estimation and the
other half to over-estimation. For example, wheavah a picture of a pair of glasses and
asked to estimate its weight, he replied “2 grafasteptable range = 24 to 130 grams). Or,
when shown a picture of several flowers, and askwd many there were, he gave the answer

“50 to 60", a response well above the acceptablgedl5 to 31). Although results from this
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numerosity sub-section of the TKS suggest impagsttmation of quantity, this is based on
only 4 items, and does not allow to situate at vidnal the deficit might occur (representation
of numerical quantity, or translation from reprds¢ion of numerical quantity to output). We
further investigated this with the help of a setlifferent numerical tasks, after first re-testing

perceptual numerical estimation in a more contdoléessk with more items.

5.3.5 Perceptual numerical estimation without calib  ration

5.3.5.1 Method

The patient was presented with sets of dots whipresented the following 11
numerosities: 10, 13, 17, 22, 29, 37, 48, 63, 8B, And 138. He was instructed to estimate as
accurately as possible the quantity of dots preisetiite display without counting. In order to
prevent him from using non-numerical parameters tisaally co-vary with numerosity (e.qg.
density of the dots or the size of the area oftinvelope of the cloud of dots), half the stimuli
consisted of groups of constant density across msities, and for the other half, constant
area of the envelope of the clouds of dots (withdoamization of this variable of control of
non-numerical parameters across trials). The tast administered in one session of 3 blocs
(each bloc containing 22 test trials). Numerositie each presented 6 times in random
order, amounting to a total of 66 test trials. Dgririals, the dots remained on the screen for
700 ms. The dots were black (mean visual angle2f) @nd appeared in a white disc (mean
visual angle of 8.4°) which remained on the scréwoughout the experiment. The patient
entered his response using the computer keybodier. dach response was entered, the white
disc remained empty for 1400 ms before the nexbfsaots appeared. We recorded responses
in order to detect extreme answers, but also taiolguantitative estimates of the precision of
numerical estimation. The variation coefficienta(edard deviation of responses divided by
mean response) is expected to be stable acrossrogities in the case of estimation
judgments. Indeed, estimation judgments are knawbecome less precise as numerosity
increases in such a way that the variability inpogses increasgsroportionally to the
increase in mean response. This characteristefesred to as “scalar variability” (Gallistel &
Gelman, 1992; Whalen et al., 1999; Izard & Dehaémgyress). We examined whether the
patient’s responses also respected scalar vatjabMliso, mean variation coefficient across
numerosities gives an indication of the precisibthe estimation process, so we also tested if
the patient’'s values were higher than those ofthegarticipants, which would indicate a

reduced precision of numerical estimates.
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5.3.5.2 Patient’s results®!

Response times (RTs, computed after having remowdlcers which were defined as
RTs above or below two standard deviations of tekamM = 5661 msSD= 1928 ms) were
analysed in an independent 9x2 ANOVA, with numdyog€l3 to 106) and type of control
(area or density of dots) as variables. None ohthén or interaction effects were significant,
indicating that RTs were stable across numerosdigs not influenced by non-numerical
parameters. The patient’s respondelsH 88.19,SD = 74.81; see Figure 5-2.A. for mean
response and Figures 5-2.B. and 5-2.C for respdissgbution), which correlated positively
with numerosity = .74,p < .01), were however consistently superior todbeect response
across numerosities (and ranged from 9 to 500yen 00 for numerosity 138), reflecting a
clear tendency to overestimate.

#lUnless specified otherwise, we report results aradyaes excluding data from the extremes numeess(fio
and 138) to avoid noise from anchoring effects.
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Figure 5-2 Patient’s vs. healthy participants’ (Controls) penfiance in perceptual numerical estimation without
calibration. A) Mean responseB{ Response distributionCjj Zoom on response distribution with numerosities
above 50. (Error bars represetit standard deviation; in graphs B and C, only thiéept data is depicted, and
the bar at right of graph B indicates responseugeqy in relation to total number of responsesg ribe

differences in scale of the three graphs).

Responses were further analysed in an independ@nABIOVA, with numerosity (13
to 106) and type of control (area or density ofsjlas variables. Results showed that
responses increased with numerosig8( 36) = 12.10p < 01), and that they were larger in
trials of constant density( = 114.26, SD = 113.08) in comparison with tridl€onstant area
(M =62.11, SD = 38.39(1, 36) = 13.23p < 01). There was also an interaction effé¢B(
36) = 3.32,p < 01), as this effect of non-numerical paramevtegis present only over larger
numerosities (63 to 106). The larger estimatesu@dr numerosities did not seem to reflect a
categorical judgement (for example, using label0"7@epeatedly to mean “a lot”), as
responses were varied and covered a large rangeHgere 5-2.C.). The spread of the
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patient’s responses (Figure 5-2.B. and 5-2.C.) ddnith increase as numerosity increased,
suggesting scalar variability. Indeed, the patentean variation coefficienM(= .43,SD =
.19) was constant across numerositiBs=(2.78,p = .12; intercept = .25, slope = .002).
Finally, there was no significant difference in redation between numerosity and response in
trials of constant area € .73,p < .01) compared to trials of constant dengity (88,p < .01)
(test to compare independent correlations, Crawdébial., 2003z = 1.73,p = .08). There was
also no significant difference between these twmesyof trials as regards mean variation
coefficient (constant area = 0.33; constant densi®y38;t(16) = -0.61p = .51).

5.3.5.3 Comparison to healthy participants

The patient’'s mean RT was significantly slower thaalthy participants’ (see Table 5-2

for all results of this section).

Patient Healthy participants  t-value p-value

mean SD (df = 14) (two-tailed)

RT (ms)

Overall * 5661 3509 888 2.35 <0.05

Response

Mean ** 88.19 38.47 11.91 4.04 <0.01
Constant area * 62.11 35.50 10.81 2.38 <0.05
Constant density ** 114.26 37.6 11.32 6.56 <0.01

Numerosity-response correlation coefficient* 0.74 0.88 0.04 -2.33 <0.05
Constant area 0.73 0.87 0.06 -1.70 0.11
Constant density 0.88 0.91 0.04 -0.70 0.50

Mean variation coefficient ** 0.43 0.21 0.05 4.26 <0.01
Constant area * 0.33 0.20 0.05 2.52 <0.05
Constant density ** 0.38 0.19 0.05 3.68 <0.01

Legend: (*) = patient significantly differs from &khy participants' at p < .05; (**) at p < .01

Table 5-2 Comparison of patient’s vs. healthy participanesuits in perceptual numerical estimation without

calibration.

Similarly to the patient, the results of the indegent 9x2 ANOVA on healthy
participants’ RTs, with numerosity (13 to 106) agpe of control (area or density of dots) as
variables, revealed no significant effects. Overdlie patient's numerosity-response
correlation was significantly lower than healthyrta@pants’. However, similarly to the

patient, healthy participants’ correlation did nary significantly with regards to type of
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control (area or density of dot) £ 0.75,p = .45). Also, the patient’s correlations calcutate
separately for each type of control did not siguaifitly differ from healthy participants’. The
patient’'s mean response was statistically highan thealthy participants’ (for both trials
controlled for area and density), and was overaldsdrd deviations of healthy participants’
mean response for each numerosity (see Figure J-2Aalthy participants’ responses were
also analysed in a 9x2 ANOVA (numerosity and tygecontrol as variables). Response
increased significantly with numerositi#(8, 252) = 49.11p < .0001). There was no main
effect of type of control or interaction with nurosity, in contrast with the patient’s results.
The patient's mean variation coefficient across erosities was statistically higher than
healthy participants’. Regarding effects of non-eucal parameters, the patient statistically
differed from healthy participants on mean variatemefficient for both trials controlled for
area and those controlled for density. Similarlytite patient, healthy participants’ mean
variation coefficient in trials of constant areasweot significantly different in comparison to
trials of constant density(28) = 0.43p = .67).

In sum, although the patient’s responses correlaidd numerosity, and although they
respected scalar variability (stable variation Goeit across numerosities), his results
differed from healthy participants’ on most measusnd showed in particular a clear pattern
of overestimation, as well as a larger variatioeftioient, indicative of a lesser precision.
Moreover, overestimation occurred mainly with largamerosities in trials controlled for dot
density, indicating that the patient may have bedéinenced by non-numerical parameters.
There is in fact a known effect of density on estion in healthy subjects, such that the
denser the array of dots is, the more it is undienesed (Krueger, 1972; Hollingsworth et al.,
1991). The patient’'s larger estimates in trials aoinstant density (increasing area as
numerosity increases) compared to trials of constega (increasing density as numerosity
increases) could perhaps be explained as an exdiggeof a normal tendency. However, the
patient’s over-estimation in both types of triaésnains to be explained. In order to better
understand the origin of the patient’s estimatiefiait, we administered several tests tapping

into the representation of numerical quantity,uie rout a deficit at this level.
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5.3.6 Representation of numerical quantity

We administered several tasks tapping into numlerggaesentation but not requiring
the production or selection of a symbolic outpntorder to determine whether the estimation

deficit was due to a core numerical deficit.
5.3.6.1 Comparison of large sets of dots

5.3.6.1.1METHOD

The patient was presented with two clouds of das, was asked to judge as accurately
and as fast as possible which one contained the duais. Discrimination difficulty was
manipulated by having a reference numerosity (X6h&df the trials, 32 for the other half)
from which the deviant could differ by one of 4 pilde ratios: 1.06, 1.13, 1.24, and 1.33.
These variables were randomized across blocs. @hienp responded by pressing on the
mouse button on the same side as the cloud judgeritain the larger quantity of dots
(using his left and right indexes). The dots, pnésm the screen until the patient responded,
were black (visual angle varying from 0.2-0.5° aidght and width) and appeared after a
delay of 1400 ms in two white discs (visual angfe7®° of height and width; distance
between circles subtended 1.8°) on a black backgran either side of a central white
fixation spot (visual angle of 0.2° of height andlth). On half the trials, dot size of deviant
clouds was held constant, and on the other hafatba of the envelope of the deviant clouds
was held constant, whereas the reference stimugd/an both parameters at once. This was
designed in order to prevent the patient from lgakis performance on these non-numerical
parameters. First 16 training trials were perfornfed which the patient received accuracy
feedback. He performed a total of 128 trials (4cblof 32 trials) in one session, that is, 32
trials per ratio category. Accuracy was measurad,was used to compute another measure,
the Weber Fraction, which was used to apprehengriasion of the numerical comparison
process. Indeed, performance in non-symbolic nwsakcomparison typically improves with
the ratio of the numbers to be compared (distaffeety and this relation between ratio and
accuracy improvement is captured by the Weber eractWe tested if the patient's Weber
Fraction value was higher than those of healthyigpants, which would indicate a reduced

discrimination precision.
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5.3.6.1.2PATIENT’S RESULTS

Overall accuracy was good (87% correct). Data fbatin reference numerosities was

collapsed, and analysed in relation to deviants.

A. Dots Comparison B. Dots Addition and Comparison
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T ] H o
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Figure 5-3 Comparison of patient’s vs. healthy participanoitrols) performance in the 4 tasks tapping into
representation of numerical quantitp)(Dots Comparison: ratio effect on accuradg) Dots Addition and
Comparison: ratio effect on accurac@) (Digit Comparison: distance effect on correct mse times (RTS).

(D) Number-Size Stroop Digit Comparison: number-sigaegruency effect on correct RTs.

Results (see Figure 5-3.A.) showed a distance tefiscexpected, accuracy being lower
for pairs where the deviant differed from the refere by a smaller ratio, and gradually
increasing as ratio increased £ 14.17,p = .009; intercept = -.58; slope = 1.23). This was
also apparent as a correlation between ratio aogracy ( = .84,p = .009). Accuracy scores
were also used to calculate the Weber Fractiomgusi method previously described
(maximum likelihood decision model, SupplementateD&dom Piazza et al., 2004). This
basically estimates the standard deviation of theoretical Gaussian distribution of

underlying numerosity on a log scale. The subjex$tsmated Weber Fraction was of 0.14.
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5.3.6.1.3COMPARISON TO HEALTHY PARTICIPANTS?

The patient did not differ from healthy participsuain all measures (see Table 5-3 for all
results of this section, and also Figure 5-3.A.).

Patient Healthy participants  t-value p-value

Dots Comparison (df = 17) mean SD (df = 14) (two-tailed)
Accuracy (%)

Overall 87 81 11 0.53 0.60
Regression of accuracy against ratio

Intercept -0.58 -0.48 0.29 -0.34 0.74

Slope 1.23 1.10 0.24 NA within 2 SDs
Correlation with ratio 0.84 0.83 0.11 -0.11 0.91
Weber Fraction 0.14 0.17 0.05 -0.58 0.57
Dots Addition and Comparison
Accuracy (%)

Overall * 88 95 3 -2.26 <0.05
Constant area 96 95 3 0.32 0.75
Constant density ** 79 96 5 -3.29 <0.01

Ratio 1.3 88 89 10 -0.10 0.92
Constant area 88 89 9 -0.11 0.92
Constant density 88 88 13 0 1.00

Ratio 1.5 ** 88 98 3 -3.23 <0.01
Constant area 100 98 5 0.39 0.70
Constant density ** 75 98 4 -5.57 <0.01

Ratio 2 ** 88 100 2 -5.81 <0.01
Constant area 100 99 3 0.32 0.75
Constant density ** 75 100 0 - -

Difference ratio 2 - ratio 1.3 0 11 10 -1.07 0.31
Constant area 12 10 11 0.18 0.86
Constant density -4 12 13 -1.19 0.25

RTs (ms)
Overall 1104 896 222 0.91 0.38

32 Controls performed the task in the same conditaanthe patient except that they performed twiceasy
trials over two sessions
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(Table 5-3 continued)

Patient Healthy participants  t-value p-value

Digit Comparison mean SD (df = 14) (two-tailed)
Accuracy (%)

Overall 98 99 1 -0.97 0.35
RT (ms)

Overall ** 681 484 43 4.46 <0.01

Distance 2 ** 684 507 56 3.06 <0.01

Distance 7 ** 624 467 30 5.07 <0.01

Difference distance 2-7 60 40 47 0.41 0.69
Regression of RTs against ratio

Intercept * 726 524 70 2.80 <0.05

Slope -12 -10 8.24 NA within 2 SDs
Correlation of RT with ratio -0.22 -0.23 0.19 0.08 0.94
Number -size stroop digit comparison
Accuracy (%)

Overall 93 96 3 -0.97 0.35

Congruent 100 98 4 0.48 0.64

Incongruent 86 93 5 -1.36 0.20

Incongruent - Congruent -14 -5 7 1.25 0.23
RT (ms)

Overall 802 574 201 1.10 0.29

Congruent 768 537 154 1.45 0.17

Incongruent 846 609 156 1.47 0.16

Incongruent - Congruent 78 72 69 0.09 0.93

Legend: (*) = patient significantly differs from &khy participants' at p < .05; (**) at p < .01

NA: statistical analysis was not possible due ftedtnces among the healthy participants’ erroraveres

Table 5-3 Comparison of patient’s vs. healthy participantesults in the 4 tasks tapping into representatfon o

numerical quantity.

Overall accuracy in the healthy participants grawgs slightly lower than the patient’s
although this difference was not significant. Tladignt's distance effect, as measured by the
slope of the regression of accuracy against raimal as the correlation between ratio and
accuracy, was not significantly different from hbgl participants®®. The patient's Weber

¥ Following Crawford & Garthwaite, 2004), we wishiedstatistically compare the slope of the patient’s
regression to that of controls’. Given that theerewdifferences among the controls’ error variantes test
was not applicable and we instead determined whétkepatient’s slope was within 2 SD of contralspes.
However, we also computed correlations as a meaduhe distance effect, to statistically compdme patient’s
measure with controls’ (see Crawford et al., 2003).
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Fraction was slightly lower than healthy particifganindicating a slightly higher
discrimination precision, although this differereas not significant.

5.3.6.2 Addition and comparison of large sets of dots

5.3.6.2.1METHOD

In each trial, the patient was presented with tihaege sets of dots one after the other,

the first two being yellow and the third blue ($égure 5-4 for an example of the stimuli).

Yellow1 + Yellow2 | vs. Blue

“
- t3
. tz
t1

Figure 5-4 Example of the stimuli used in the addition and parison of large sets of dots.

He was required to mentally “add” the two yellowtssand compare this result to the
blue set, in order to determine whether there weoee yellow dots altogether or more blue
dots. He was asked not to count, but to estimatacasrately and as fast as possible the
number of dots in each set and respond by presssteft mouse button with his left index
for a larger quantity of yellow dots, and the righbuse button with his right index for a
larger quantity of blue dots. The ratio between tive numerosities that constituted each
comparison pair (i.e. between the result of thetemdof the yellow sets, and the blue set)
was manipulated to form three ratio categorieanfshich stimuli were selected randomly
across trials: ~1.3, ~1.5, 2. Each session begdnitraining trials with feedback (“correct”

or “incorrect”). The background was black and stagepty (600 ms) before each set of dots
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appeared centrally (400 ms). If the patient hadresponded during the presentation of the
last cloud of dots, it was followed by a black seravhich remained until he responded. Half
the sets was of constant density and dot size (misaal angle of each dot = 0.2°), and the
other half of constant total occupied area (areabafut 5.7°; randomisation of this variable
across trials). Data was gathered in one sessid8 tifials, amounting to 16 presentations per
ratio category. In half the trials the yellow qugntwas larger than the blue quantity

(randomization across trials). Accuracy and reactimes were measured.

5.3.6.2.2PATIENT’S RESULTS

Overall accuracy was of 88% and did not vary atiralthe different ratio conditions
(difference ratio 2 minus ratio 1.3 = 0) (see Fgg&r3.B.). There was no significant effect of
non-numerical parameters on accuragd(2) = 3.05,p = .08), but accuracy tended to be
higher in the condition with constant area (96%npared to constant density (79%). Correct
RTs (computed after having removed outlidis: 1104 msSD= 418 ms) were analysed in a
2x3 independent ANOVA with non-numerical paramdt@nstant area or constant density)

and ratio (1.3, 1.5 or 2) as independent varialaled,showed no significant effect.

5.3.6.2.3COMPARISON TO HEALTHY PARTICIPANTS

The patient was significantly worse than healthytip@ants concerning overall mean
accuracy, and accuracy with ratios 1.5 and 2 (sdxeT5-3 for all results of this section, and
also Figure 5-3.B.). There was however no diffeeent accuracy for the most difficult
condition (ratio 1.3), and in difference in accyrdmetween the smallest and largest ratio.
Healthy participants’ accuracy was analysed in 8 xdependent ANOVA with non-
numerical parameter (constant area or constantitgersnd ratio (1.3, 1.5 or 2) as
independent variables; unlike the patient, thers svaignificant main effect of rati&(2, 84)
=19.88,p < .0001), as accuracy increased concurrently veitio increase. Similarly to the
patient, there was no effect of non-numerical patans, nor did they interact significantly
with ratio. However, when comparing the patienttores with the healthy participants’
separately for trials of constant area and tridleanstant density, there were differences:
indeed, the patient was worse than healthy paantgonly with trials of constant density (for
overall accuracy and accuracy with ratios 1.5 gnd e patient’s overall correct RTs did not
significantly differ from healthy participants’. €se were also analysed in a 2x3 independent

ANOVA with non-numerical parameter (constant areaanstant density) and ratio (1.3, 1.5
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or 2) as independent variables; similarly to thegpd, none of the main or interaction effects

were significant.
5.3.6.3 Digit comparison

5.3.6.3.1METHOD

We tested underlying numerical quantity repres@righrough digit comparison which
does not involve non-symbolic stimuli, thereforetiteg the quantity system through another
entry. Typically, responses become faster as thmte between the digits to be compared
increases; this is thought to reflect decrease wérlap of underlying numerical
representations, similarly to ratio distance eff@ctaccuracy scores in the previous tasks. In
this task, all possible combinations of digits 9tavere used to create 36 pairs of digits. The
distance between the digits constituting differpairs therefore varied (from 1 to 8). The
patient was instructed to respond as accuratelyaarfdst as possible, pressing the left mouse
button with his left index if the left digit represted the larger quantity, the right mouse
button with his right index if the right digit wasgger. Before the test began, 10 training
trials with feedback were administefédEach test trial started with the presentatiorihef
pair of digits (each digit subtended a maximum aisangle of 1.3° of height and 1° of width;
they were separated by a distance of 2.4°), eaghah either side of a fixation circle (white
on a black background, subtending 2°, for a dunath 700 ms). If the patient had not
responded during the presentation of the digits fitkation remained until he responded. The
patient performed the test trials over 2 blocs@®traals (total of 72 trials). The pairs of digits
were each presented twice (larger quantity predemee left and once right of fixation for

each pair, randomized across trials and acrosshloc

5.3.6.3.2PATIENT’S RESULTS®

Overall accuracy was good (98% correct). Mean cbrRI (computed after having
discarded outliers) was 681 n8= 84) (see Figure 5-3.C.). Correct RTs tendecetrehse
across distance, although this effect did not resghificance R = -1.62,p = .11, intercept =
726; slope = -12; difference in RTs between thellestaand largest distances = 60 ms).
Correct RTs also tended to correlate negativeli dastancer(= -.22,p = .11).

34 Control subjects only performed 5 training trials
% Extremes were excluded before computing the distaffect on correct RTs, because of anchoringsffe
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5.3.6.3.3COMPARISON TO HEALTHY PARTICIPANTS

Patient’s overall accuracy did not significantlyffeli from healthy participants’ (see
Table 5-3 for all results of this section, and dsgure 5-3.C.). The patient’s overall correct
RT was significantly slower than healthy particifggnand the intercept of regression of
correct RT against distance was higher than heaitiricipants’, also indicating a slower
performance. However, importantly, the patient'stalice effect did not significantly differ
from healthy participants’, either when measuredtles difference in RTs between the
smallest and largest distance, the slope of theesspn of correct RT against distance, or by

the correlation between correct RT and distance.
5.3.6.4 Number-size Stroop digit comparison

5.3.6.4.1METHOD

In this task we tested whether Arabic digits ediditan automatic access to numerical
guantity in the patient. Pairs of digits (1-7, 1287, 2-9, 3-8 and 3-9, distance of 5, 6 or 7)
were presented and the patient had to judge theigdiysize of the digits (which differed by
either 8, 16, 22, 30 or 38 units of character sizejal angle varying from 0.8° to 2.1° of
height and from 0.4° to 1.3° of width), indicatiag accurately and as fast as possible which
digit was physically bigger, by pressing on theresponding mouse button (using his left and
right indexes). Numerical size of digits was toitpeored, and was congruent with physical
size on half the trials, and incongruent on theepothalf (randomization across trials).
Typically, RTs are slower in the incongruent comditif numerical quantity is automatically
accessed by the perception of the digit. In hafttials the physically larger digit was on the
left. The numerically bigger digit was also on tb& on half the trials. Before the test began,
6 training trials with feedback were administerBdch trial started with the presentation of a
pair of digits (700 ms; digits separated by a distavarying from 4.5° to 5°), each digit on
either side of a fixation circle (white on a bldaz&ckground, visual angle of 2°). The fixation
remained for 300 ms after the digits disappeaned,maore (1500 ms) if no response had been

detected. The patient performed 56 test trialsia lnloc.
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5.3.6.4.2PATIENT’S RESULTS

Overall accuracy was good (93% correct), and waidan the incongruent condition
(86%) than in the congruent condition (100%), algjo this difference did not reach
significance (difference = -14%7(1) = 2.42,p = .12). Mean correct RT (computed after
having discarded outliers) was 802 n&D(= 147 ms). Correct RTs were slower in the
incongruent condition (846 ms, vs. 768 ms in thegtoent condition; difference incongruent
— congruent = 78 ms); this effect approached s$iissignificance t(48) = 1.93,p = .06)
(see Figure 5-3.D.).

5.3.6.4.3COMPARISON TO HEALTHY PARTICIPANTS

The patient did not differ from healthy participain overall accuracy, accuracy for the
congruent and incongruent conditions separatelyditierence in accuracy between the
incongruent and congruent conditions (see Tabldds-all results from this section, and also
Figure 5-3.D.). This was also the case for the semngparisons on RTs. These results suggest
intact automatic access to numerical quantity.

In a mirror task in which the patient was to judiigits on their numerical size, and
ignore physical size, the patient’s effect of ifeeznce from physical size was also
comparable to healthy participants’ on both acoured RT scores (although the patient’s
overall RTs, and RTs for each condition were slotian healthy participants’).

5.3.6.5 Comment on tasks tapping into representation of numerical
guantity

In sum, the patient's performance was not signifisa different from healthy
participants’ on all measures of two out of therfdests, suggesting intact underlying
numerical representation (dots comparison), andnaatic access to numerical representation
from Arabic digits (number-size Stroop digit compan). However, performance was
excessively slow during digit comparison (althotigé distance effect itself, importantly, was
intact), and was disrupted in the dots addition anthparison task for trials of constant
density only. This latter result might suggest,iraghe first estimation task, difficulties in
focusing on numerosity and not being influenced diier continuous non-numerical

parameters.
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We next tested the level of external calibratioradyninistering the first estimation task
with calibration, which means showing examples of @rresponses, to see if the patient

was able to take these into account to adjustesiganses.

5.3.7 Perceptual numerical estimation with calibrat  ion

5.3.7.1 Method

The stimuli and test procedure were exactly theesas in the perceptual numerical
estimation without calibration test (see sectidh D), except that each bloc was preceded by
calibration, which consisted of examples of stimather than those tested, but sampling the
same range (numerosities 15, 60 and 140). Two ebesnop each calibration numerosity were
presented, one from a set of constant total ocdupiea, and one from a set of constant
density, while the patient was informed of the éxawmerosity (e.g.: “Here are 15 dots”).
Calibration dots remained on the screen for 10rs#xor less if the patient was ready sooner

to see the next set.

5.3.7.2 Patient’s results®®

RTs (computed after having removed outlieéd;= 4396 ms,SD = 564 ms) were
analysed in an independent 9x2 ANOVA, with numdyog§l3 to 106) and type of control
(area or density of dots) as variables. None okffects were significant, indicating that RTs
were stable across numerosities and not influenmgdnon-numerical parameters. The
patient’s responsed/(= 61.67,SD = 34.66; see Figure 5-5.A for mean response agaré€$
5-5.B. and 5-5.C. for response distribution), whichrelated positively with numerosity €
.74, p < .01), were still consistently superior to thereat response across numerosities
although much less than in the same task withdiliradion (and ranged from 13 to 160, at

the most 170 for numerosity 138).

%Unless specified otherwise, we report results aradyaes excluding data from the extremes numeess(fio
and 138) to avoid noise from anchoring effects.
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Figure 5-5 Patient’s vs. healthy participants’ (Controls) penfiance in perceptual numerical estimation with
calibration. A) Mean responseB{ Response distributionCjj Zoom on response distribution with numerosities
above 50. (Error bars represent =1 standard dewiaith graphs B and C, only the patient data iSadeg, and
the bar at right indicates response frequencylatiom to total number of responses; note the dfiee in scale

for graph C).

Responses were further analysed in an independ@nABIOVA, with numerosity (13
to 106) and type of control (area or density ofsjicas variables. Results showed that
responses increased with numerosigf8( 36) = 6.80,p < 01), and that there was no
significant difference between trials of constardaa(M = 63.96,SD = 34.42) and trials of
constant dot densityM = 59.37,SD = 37.04). There was also no interaction effecte Th
spread of the patient’'s responses (Figure 5-5.8. Rgure 5-5.C.) tended to increase as
numerosity increased, suggesting scalar variabilitgleed, the patient’'s mean variation
coefficient M = .43,SD = .15) was constant across numerosities (L.71,p = .21; intercept
= .32, slope = .002). Finally, additional analysaggesthat our patient’s responses were not
influenced by non-numerical parameters: there wsoesignificant differences between
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conditions as regards numerosity-response comwalafconstant arear = .69, constant
density:r =.79;z=0.87,p = .39) or mean variation coefficient (constantaare.45, constant
density = .344(16) = 1.41p = .18).

5.3.7.3 Comparison to healthy participants

The patient did not statistically differ from hdwgjltparticipants’ regarding mean RT or
numerosity-response correlation (see Table 5-4lfaesults of this section).

Patient Healthy participants  t-value p-value
mean SD (df = 14) (two-tailed)

RT (ms)

Overall 4396 2773 794 1.98 0.07

Response

Mean 61.67 46.91 7.02 2.04 0.06
Constant area * 63.96 45.20 8.08 2.25 <0.05
Constant density 59.37 48.62 7.00 1.49 0.16

Numerosity-response correlation coefficient 0.74 0.88 0.05 -1.64 0.13
Constant area 0.69 0.86 0.07 -1.47 0.16
Constant density * 0.79 0.92 0.03 -2.77 <0.05

Mean variation coefficient ** 0.43 0.23 0.05 3.87 <0.01
Constant area ** 0.45 0.20 0.05 4.84 <0.01
Constant density * 0.34 0.2 0.06 2.26 <0.05

Legend: (*) = patient significantly differs from &khy participants' at p < .05; (**) at p < .01

Table 5-4 Comparison of patient’s vs. healthy participan®ssults in perceptual numerical estimation with
calibration.

This held for trials of constant area but not feoge of constant density, in which the
patient’'s numerosity-response correlation was Baantly lower than healthy participants’.
Similarly to the patient, the results of the indegent 9x2 ANOVA on healthy participants’
RTs, with numerosity (13 to 106) and type of coh{eyea or density of dots), revealed no
main effect of type of control and no interactiothasnumerosity; however, in contrast to the
patient, RTs increased significantly with numenpgiE(8, 252) = 3.09,p = .002). The
patient’s mean response was no longer statistitag/iger than healthy participants, and was
over 2 standard deviations of healthy participantsan response for some numerosities only
(5 out of 9; see Figure 5-5.A.). However, the pdatemean response with trials of constant

area was significantly higher than healthy partis’ (and not for trials of constant density).
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Healthy participants’ responses were also analysadx2 ANOVA (numerosity and type of
control as variable). Response increased significanith numerosity E(8, 252) = 138.20p

< .0001). There was a trend towards a main effe¢ype of control F(1, 252) = 3.78p =
.05), and the interaction with numerosity was digant (8, 252) = 3.82,p < .0001).
Indeed, similarly to (but much less marked thar® platient in the estimation task without
calibration, subjects tended to give larger respsna trials of constant density for larger
numerosities only (82 and 106). Similarly to the¢igrat, healthy participants’ correlation did
no vary significantly with regards to type of cait(z = 1.15,p = .25). The patient’'s mean
variation coefficient across numerosities was stiatlly higher than healthy participants’.
This held for both trials of constant area and ¢ho$ constant density. Similarly to the
patient, healthy participants’ mean variation ciogght in trials of constant area was not
significantly different in comparison to trials cdnstant density(@28) = 0.03p = .97).

In comparison to the same task without calibratitve patient’'s responses again
correlated with numerosity and respected scalaabiity; also the patient’s performance
improved, as he presented less over-estimatiorulReberefore suggest that the patient had
difficulties calibrating himself in the first taslkand somewhat benefited from external
calibration to counter over-estimation in this tas#owever, the patient still seemed
influenced to some degree by non-numerical parasiet®s he differed from healthy
participants on some measures when looking separatethe two types of trials. Also,
estimation precision, as measured by the variatmefficient, was still lower than healthy
participants, probably due mostly to a greateratamn in response, and also to mean response
still being somewhat higher than healthy partictpan

In order to counter excessive variability in respmnwe designed two forced-choice
estimation tasks. These allowed testing of thell®fetranslation from representation to
output. The first forced-choice task was similathe main estimation task, in that the stimuli
were the same clouds of dots; it mainly explored #ffect of preventing variability in
response by presenting a choice of two Arabic nateeThe second forced-choice task
probed the possibility that the estimation defitiay be modality-specific, by presenting

Arabic numerals as stimuli, and clouds of dotseaponses to choose from.

- 155 -



5 CHAPTER 5: THE ROLE OF EXECUTIVE FUNCTIONS IN NERVCAL ESTIMATION:
A NEUROPSYCHOLOGICAL CASE STUDY

5.3.8 Forced-choice estimation “from dots to digits

5.3.8.1 Method

We presented the same stimuli as in the first edion task (see section 2.5.1), and
asked the patient to choose, as accurately andsas$ possible, the corresponding Arabic
numeral among two choices (the correct responseatistractor). Distractor was smaller on
half the trials, and larger on the other half. Tago between correct response and distractor
was maintained constant (~2.24), and was pickedatizh the degree of overestimation in the
first task. Smaller distractors comprised Arabienewals ranging from 4 to 62, and larger
ones from 22 to 309. The patient was to indicate dbrrect numeral by pressing on the
corresponding mouse button (left with his left indethe correct numeral was left, and vice-
versa). Dots were presented as in the first exmaritbut were followed by an empty white
central circle under which two white numerals appéda(height of each numeral of 0.5°,
width of each numeral varying from 0.3° to 1.1%tdnce between the two numerals was of
5.1°), one on the left and the other on the rightil the patient responded. The numerals then
disappeared and the white circle remained empty’@@ ms before the presentation of the
next set of dots. The patient performed a total3# trials divided into 3 blocs. On half the
trials, the correct response was presented onetheahd vice-versa for the other half. Each
numerosity (cloud of dots) was presented 12 tirbeiines with a smaller distractor, and 6
times with a larger one. We compared accuracy scisoen each condition (smaller/larger

distractor) to detect consistent over- or undeirreston.

5.3.8.2 Patient’s results

The patient’s overall accuracy was of 72% corraoy was significantly lower in the
condition with a larger distractor (59%) comparedtie condition with a smaller distractor
(85%) (difference = 26%;(1) = 9.61p = .002) (see Figure 5-6.A.).
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A, Estimation: From Dots to Digits B. Estimation: From Digits to Dots
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Figure 5-6 Comparison of the patient’s vs. healthy particisa@€ontrols) performance in the 2 forced-choice
estimation tasksA) Distractor effect on accuracy in the “Dots toittigytask. 8) Distractor effect on accuracy

in the “Digits to dots” task.

His performance was significantly above chance he tondition with a smaller
distractor £%(1) = 32.06,p < .0001), but not in the condition with a largéstaactor {*(1) =
2.18,p = .14). There was no effect of non-numerical patams on overall accuracy’(1) =
1.35,p = .25), accuracy with a smaller distractgf({) = 1.06,p = .30), or with a larger one
(*(1) = 0.25p = .62).

5.3.8.3 Comparison to healthy participants

The patient significantly differed from healthy peipants on overall accuracy,
accuracy being significantly lower than healthytiggzants’ only in the condition with larger
distractors and not with smaller ones (see Tablefér all results of this section, and also

Figure 5-6.A.).

Patient Healthy participants  t-value p-value

mean SD (df = 14) (two-tailed)
From dotsto digits
Accuracy (%)
Overall ** 72 86 4 -3.39 <0.01
Smaller Distractor 85 85 7 - -
Larger Distractor ** 59 87 9 -3.01 <0.01
Smaller - Larger Distractor 26 -0.02 0.14 1.94 0.07
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(Table 5-5 continued)

Patient Healthy participants  t-value p-value
mean SD (df = 14) (two-tailed)
From digitsto dots
Accuracy (%)
Overall ** 63 87 6 -3.87 <0.01
Smaller Distractor 90 87 10 0.29 0.78
Larger Distractor ** 35 87 10 -5.04 <0.01
Smaller - Larger Distractor ** 55 1 17 3.08 <0.01

Legend: (*) = patient significantly differs from &khy participants' at p < .05; (**) at p < .01

Table 5-5 Comparison of patient’s vs. healthy participanésuits in the forced-choice estimation tasks.

Finally, the difference in accuracy between the twaditions was higher in the patient
compared to healthy participants, but this didneach significance.

In sum, the results point to a deficit which is rdohited to excessive response
variability, but also persists in a forced-choi@agrligm, and only with larger distractors, in
line with the overestimation found in the main mstiion task. This suggests a deficit at the
level of translation from numerical representatioroutput, affecting response selection but

also the phase of checking response plausibility.

5.3.9 Forced-choice estimation “from digits to dots

5.3.9.1 Method

In order to find out whether the patient’s estiroatideficit was limited to symbolic
output, we administered a forced-choice estimatamsk which mirrors the previous one,
presenting an Arabic numeral and asking the pat®mhoose as accurately and as fast as
possible the corresponding cloud of dots among t¢Wwoices (the correct response and a
distractor). Procedure was the same as in thequs\ask. However, we used less stimuli as
in the previous task, presenting only 4 numerals 48, 82 and 138) and their corresponding
distractors (chosen as described for the previasis)t Dots subtended a visual angle varying
from 0.1 (height and width) to 0.3° (height and thijdand the white discs a visual angle of
14° (distance between the discs of 0.4°). Each nainfleeight of 0.6°, width varying from 1°
to 1.5°) was presented 24 times, half the time widmaller distractor. On half the trials the
correct response appeared on the left. Half treecfetlouds were of constant dot size, and for

the other half, the envelope of the area coveredhbydots was held constant. Again, we
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compared accuracy scores from each condition (smialiger distractor) to detect consistent

over- or under-estimation.

5.3.9.2 Patient’s results

The patient’s overall accuracy was of 63% corraoy was significantly lower in the
condition with a larger distractor (35%) comparedtie condition with a smaller distractor
(90%) (difference = 55%?(1) = 27.78p < .0001) (see Figure 5-6.B.). His performance was
significantly above chance in the condition withsmaller distractor,f(1) = 30.08,p <
.0001), but was significantly worse than chancthcondition with a larger distractg(1)
= 4.08,p = .04), indicating a clear bias to select thedarget of dots. There was no effect of
non-numerical parameters on overall accuraffi) = 0.04,p = .83), accuracy with a smaller
distractor £%(1) = 0,p = 1), or with a larger ong?(1) = 0,p = 1).

5.3.9.3 Comparison to healthy participants

The patient significantly differed from healthy peipants on overall accuracy,
accuracy being significantly lower than healthytiggzants’ only in the condition with larger
distractors and not with smaller ones (see Tablef&r all results of this section, and also
Figure 5-6.B.). Also, the difference in accuracyeen the two conditions was significantly
higher in the patient compared to healthy participa

In sum, these results show that the deficit was limoted to symbolic output, but
extended to non-symbolic output, and indicate a taselect the larger response. Indeed, the
patient consistently picked the larger set of dtigrefore matching large sets to smaller
Arabic numerals. If given quantities of dots wemmsistently linked to larger numerals, as
suggested by the overestimation in tasks with dststimuli and number words (see section
2.5. “Perceptual numerical estimation without caltton”) or numerals (see section 2.8.
“Forced-choice estimation “from dots to digits™)s aoutput, the patient would have
systematically picked the smaller set of dots is thst task. This argues against a deficit at
the numerical representation level, and for an impent at the level of translation from

representation to output, which generalizes teedsffit types of output.
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5.4 DISCUSSION

This study reports impairment of both cognitiveiraation and perceptual numerical
estimation in a patient with frontal lobe damagedded, not only did this patient present
extreme answers in a test of cognitive estimaiiofine with previous reports of such deficits
in frontal patients (Shallice & Evans, 1978; Smi&thMilner, 1984; Della Sala et al., 2004,
Experiment 1), but he also showed extreme answera controlled test of perceptual
numerical estimation. In this test, the patientsfprmance was not only characterized by
overestimation, but also by a larger variability@sponse, and a tendency to be influenced by
non-numerical continuous parameters that co-vasigld numerosity (such as the size of the
area occupied by the set of stimuli, or the densitythe set of stimuli). However, his
perceptual numerical estimation process was notptsiely impaired, as the patient’s
responses correlated positively with numerosity] sespected scalar variability, a signature
of estimation processes (Gallistel & Gelman, 19%®alen et al., 1999; Izard & Dehaene, in
press; Dehaene & Marques, 2002).

In accord with our prediction, the patient’s petceb numerical estimation deficit did
not seem to reflect impairment at the level of &stion and representation of numerosity.
Indeed, this patient's performance on tests tappibg numerical representation suggested
general sparing of numerical abilities, consistith the sparing at the anatomical level of
parietal lobes which are known to play an importaié¢ in numerical representation (for a
review, see Dehaene et al.,, 2003). However, théemias performance was impaired
compared to healthy participants on some meastiteg®f the tasks tapping into numerical
representation. Firstly, the patient was generslbwer in the digit comparison task. This
could perhaps be interpreted in the context ohéitia fluctuations, which were present in the
neuropsychological examination, especially sinae ghtient’s response times did not differ
from healthy participants’ in other numerical task$as indeed been shown that slowing and
excessive variation of RTs can reflect frequentséaspof attention and an instability of
attention performance (Benke, Delazer, Bartha, &KA2003). In any case, importantly, the
distance effect, which pertains to numerical repméstion, was not statistically different from
healthy participants’ in the digit comparison taSkecondly, the patient was less accurate in
the dots addition and comparison tasks, but onlyrfals of constant density. As the patient
did not present systematic deficits with trials adnstant density in all tasks, it seems
plausible that the deficit in the dots comparisoi addition task is not due to a specific

deficit in apprehension of area which co-varieshwiumerosity on such trials. It probably
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also does not reflect impairment of extraction afmerical quantity, as the patient’s
performance on the dots comparison task was ingdtbipugh stimuli were again controlled
for non-numerical parameters. It could be integuteds reflecting difficulties in focusing on
numerosity and not being distracted by other nomarical parameters, in the more general
context of attention and inhibition difficulties lgkited in the neuropsychological background
testing. Alternatively, it could reflect a domaipesific deficit; indeed, some studies have
shown implication of frontal structures in numelit¢asks in monkeys (Nieder & Miller,
2004; Nieder et al., 2002; for a review, see Nig@805) and in human healthy adults (e.g.
Piazza et al., 2006). It has been suggested théiteirmonkey, numerosity extraction takes
place in parietal structures but is amplified andintained in working memory in the
prefrontal cortex (Nieder & Miller, 2004). If thisere also the case in humans, this later stage
could perhaps be affected in this patient. Howewggven the attention and inhibition
difficulties that this patient presents in sevemah-numerical tasks, the interpretation that
dysfunction of these general executive procesdestafnumerical performance seems more
parsimonious. Further studies of numerical perforceain patients with focal frontal lobe
damage might shed light on this issue.

We had also predicted that external calibrationcttse impaired, as a recent study has
suggested possible involvement of strategic pr@sess calibration (Izard & Dehaene, in
press). When externally calibrated, the patient a@s to adjust his responses to some extent
(less over-estimation), suggesting some sparingapécity to draw inferences from external
reference. In fact, quite impressively, this adjustt was visible over the whole range of
numerosities, not just over numerosities closeshdse which had been used for calibration,
similarly to what has been shown in healthy suljétzard & Dehaene, in press). He still
presented some overestimation and a large vatahili response, as well as still being
somewhat influenced by non-numerical parameters.dé/@ot rule out the hypothesis that
another patient with more pronounced executiveiatiies may not benefit at all from
calibration.

Finally, in accord with our last hypothesis, resudtiggested that the patient presented a
deficit at the level of translation from represéinia to output, in relation to executive
deficits. Indeed, as numerical representation walsadly intact, this level of the estimation
process cannot account for the estimation deffoid as the deficit was not specific to one
type of output, the output level cannot either be kevel at which the estimation deficit
occurs. Indeed, we established that the estimadieficit was not limited to excessive

variability in response, as it persisted in a fdrchoice paradigm. Also, we determined that it
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was not specific to the verbal output modality, the patient also presented marked
difficulties in a forced-choice paradigm with noyrsbolic output. Interestingly, this last

paradigm also brought evidence that the patiergtsmation deficit was not a consistent
erroneous link between representation and respowb&gh might have suggested an
impairment at the representation level. Indeedhoaigh the patient linked clouds of dots to
larger numerals in the other estimation taskshis fast estimation paradigm, he consistently
linked numerals to the larger set of dots, rath@mtthe smaller one, thus breaking the
overestimation pattern. It therefore seems thatptteent presented a bias toward selecting
large quantities, whether number words, numeralsets of dots.

Similarly to the conclusion drawn from other casédrontal lobe patients suffering
cognitive estimation deficits (Shallice & Evans,789 Smith & Milner, 1984; Della Sala et
al., 2004, Experiment 1), or frequency estimatiafiaits (Smith & Milner, 1988), we
conclude that executive deficits can contributanipairment of cognitive estimation, and

additionally extend their involvement to perceptuaimerical estimation.
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Human adults are thought to possess three mainegges to quantify objects that
surround them. When dealing with a set of dotsef@mple, they can rapidly and accurately
enumerate up to 3 or 4 items (subitizing) (e.gck & Pylyshyn, 1994; Mandler & Shebo,
1982; Chi & Klahr, 1975). For larger quantitieseyhwill rely on exact counting, or
approximate estimation. Different studies have sstggd that non-human animals and pre-
verbal infants may possess precursors to both €gabitizing) and approximate numerical
capacities displayed by humans (estimation, bt etsnparison, addition or subtraction of
non-symbolic quantities). Indeed, both non-humaimals and pre-verbal infants show
capacities to keep track of, and manipulate (compaad, subtract) sets of objects in an exact
way, as long as there are no more than 3 or 4 fergthuman animals: Hauser et al., 2000;
Hauser & Carey, 2003; pre-verbal infants: Feigensoal., 2002; Wynn, 1992). This applies
not only to visual objects, but also in some cdeesounds, or actions, suggesting use of an
abstract representation of quantity (e.g. non-huar@amals: Hauser et al., 2002; pre-verbal
infants: Wynn, 1996). Additionally, they also shapproximate numerical apprehension and
manipulation (comparison, addition, subtraction)asfie quantities, presenting performance
which follows Weber’s law, with different types stimuli, suggesting use of another abstract
guantity system (for a review, see Feigenson et 28l04a). Adults’ basic approximate
guantity extraction process also shows signatufeg/eber’s law (reflecting increasingly
overlapping underlying numerical representationgmwlcomparing sets of dots (distance and
size effects, indicating effect of ratio; e.g. Blegk& Gillman, 1974; Barthet al, 2006), or
when estimating (scalar variability: responses bexacreasingly less precise as numerosity
increases; e.g. Whalen et al., 1999; Izard & Debaernpress).

In our different studies of adults’ numerical penfiance, we aimed to better understand
the process(s) involved in subitizing, in particulay investigating its possible link to
numerical estimation, and by determining whethés really independent of spatial attention.
We were also interested in improving our understandf some of the mechanisms operating
during estimation. We investigated whether estiomtwas tightly linked to numerosity
discrimination. We also sought to determine whethdand other approximate numerical
processes) could occur independently of spatiahtittn and serial visual attention. Finally,
we also investigated whether adults’ estimatiorledalonto executive processes, to link

underlying approximate numerical representatioextact symbols.
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6.1 SUBITIZING: WHAT PROCESS IS INVOLVED?

6.1.1 Numerical estimation

Subitizing has been extensively investigated, Ibaitunderlying process still remains
debated. It has been proposed that subitizing mlt@dmight be linked to numerical
estimation, rather than constitute a separate psoastimation of very small numerosities
might be precise enough to allow exact verbal lagg]Dehaene & Cohen, 1994; Dehaene &
Changeux, 1993; van Oeffelen & Vos, 1982; GalligteGelman, 1991). In contrast, larger
numerosities would be less easily discriminated #us require counting to ensure exact
responses. The subitizing range would thus be ttireelated to an increase in numerical
discrimination difficulty as numerosity increasewldo the resulting increase in variability in
estimation responses. We tested this hypothesjsm'ri‘d chapter (Revkin et al., in press) by
using a new paradigm, which allowed directly conmmamperformance over the subitizing
range to performance with larger quantities matdioedliscrimination difficulty. Our results
strongly suggest that subitizing is not linked tomerical estimation or discrimination
difficulty. These results provide evidence for thikea that adults possess two separate
numerical systems, one devoted to small numersgitiel), and another for larger quantities.
This converges with the data from non-human aninaald pre-verbal infants, which also

suggests two core quantity systems in these popuotafFeigenson et al., 2004a).

6.1.2 Subitizing without spatial attention

A study of subitizing in patients with visual exttron reported preservation of this
capacity (Vuilleumier & Rafal, 1999; Vuilleumier &afal, 2000), suggesting that dots that
could not be localised in the presence of competiguli could nonetheless be taken into
account when the task was to enumerate items. Haw#is was based on use of displays of
two or four dots, which could be interpreted asrfimg lines (numerosity two) or a square
(numerosity four was presented as a pattern otiarsd} Canonical pattern recognition, which
was proposed as a possible explanation for theramwe of subitizing (Mandler & Shebo,
1982), has been discarded as it cannot accourthéofact that lines of three dots can be
subitized (Trick & Pylyshyn, 1994; Atkinson et al976a; Atkinson et al., 1976b; Starkey &
Cooper, 1995), proving that the triangle patterma$ a prerequisite for subitizing of this
guantity. However, this does not mean that pattecognition may not be used through

Gestalt grouping which reduces extinction to sabifirrays disposed in canonical patterns. In
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our 3% chapter, we tested two patients presenting viswtihction with random, line, and

canonical shape patterns, with numerosities tweetland four, to make sure subitizing was
preserved and not canonical shape pattern recogni@ur results support the idea that
subitizing is indeed preserved in patients withualsextinction, and thus, that it does not

require spatial attention to operate.

6.1.3 Visual indexing

Although the results from ou"@chapter strongly suggest that subitizing doesrelgt

on numerical estimation, and therefore supporhgubut this hypothesis, the question still
remains as to which process is involved. Visuakkidg (Trick & Pylyshyn, 1994; Pylyshyn,
2000) represents a plausible candidate, and desduaréher investigation. This theory
proposes that a limited number of objects can ggad in parallel, and that multiple object
tracking performance can be used to measure thhisdexing range in adults. However,
the use of this task involves many other processesh are not needed in subitizing (such as
movement processing for example, or working memamgyl might therefore not be the best
measure of visual indexing capacity. For examplthoagh subitizing is thought to be
preserved in patients with visual extinction (Veulmier & Rafal, 1999; Vuilleumier & Rafal,
2000; chapter 3), a study reported impaired m@tgddject tracking in such patients (Battelli
et al, 2001); this does not necessarily mean that visuBdxing is impaired, and that it is
therefore not linked to subitizing. Rather, visuaexing may be preserved, although multiple
object tracking is impaired due to a deficit in rament perception. Similarly, a recent study
(Green & Bavelier, 2006) showed a differential uigihce of action video game playing on
visual indexing (measured by the multiple objeatking task) and subitizing: multiple object
tracking was improved but not the subitizing ranfeas could mean that subitizing and visual
indexing are not related; alternatively, it couldtjreflect the fact that multiple object tracking
can be improved through processes which are notvad in subitizing, without meaning that
there is no link between visual indexing and salng. A task of visual short term memory,
which has been shown to have a capacity limit af {kuck & Vogel, 1997), and which has
also been shown to present similar properties tdtiphes object tracking (same capacity
superiority across visual fields as compared tdiwitvisual fields; in spatial location short
term memory: Delvenne, 2005; in multiple objectckiag: Alvarez & Cavanagh, 2004),
might prove useful in future investigations of \asundexing as a possible source for

subitizing.
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6.1.4 Subitizing: an amodal process?

Subitizing has recently been reported with tacstienuli (Riggset al, 2006; but see
Gallace, Tan, & Spence, 2006), and might also owgtlr auditory stimuli (Repp, 2007). A
cross-modal study has also been conducted receatlyy to provide evidence for amodal
subitizing. However, although its results suppbe idea of a shared pool of resources across
tactile and visual modalities for numerical proeegsof 1-6 items, it reports continuous
performance over this range, suggesting use ofpgnogimate quantity system rather than
subitizing (Gallace, Tan, & Spence, 2007). Stronglence for subitizing in auditory or
tactile modalities, and in cross-modal paradigmeul?l suggest a similar process to the
amodal core quantity system dedicated to small mositees found in non-human animals
and pre-verbal infants (Feigenson et al., 2004a).

Visual indexing only applies to the visual modalifgs suggested by its name),
providing no explanation for subitizing with audioor tactile stimuli. However, a recent
study mentions a cross-modal indexing capacityelation to interference from sequential
finger tapping (tapping fingers in a specific sewees for example, index, ring finger, middle
finger) during multiple object tracking (Trick, Gudon, & Vallis, 2006), suggesting that both
finger tapping and multiple object tracking mayyreh the same indexing capacity. Further

investigation of such tasks in relation to subitizrange might be of interest.

6.2 ESTIMATION: A CHARACTERIZATION OF ITS UNDERLYING
PROCESSES

6.2.1 A direct link to numerical discrimination

Weber's law is thought to govern adults’, animalgind pre-verbal infants’
discrimination of numerical quantities. Is has abs®en linked to adults’ verbal estimation
process, during which a verbal label is mapped dht® underlying quantity, although
approximately, as response variability increasesgoently to numerosity (scalar variability;
e.g. lzard & Dehaene, in press). The Log-Gaussiademnof numerosity representation
postulates that a single parameter, the internddéV&action (which estimates the precision
of underlying numerosity representation), shoultedeine subjects’ precision not only in
discrimination of large quantities, but also inimsttion (Dehaene, 2007). We tested this
hypothesis in our ™ chapter, for which both discrimination and estimratprecision was
measured. Indeed, these precision measures cedeglastiggesting a direct link between

discrimination and estimation, and supporting tbgdGaussian model (Dehaene, 2007).
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Future studies should however be conducted to Iglestablish the causality of this
link, for example, by intensively training subjects dots comparison (discrimination
precision), and seeing if it influences their estilon precision in a naming task. Also, in such
a training study, an absence of increase in théising range after dots comparison training
would provide another argument against a link betwapproximate numerical processes and

subitizing, as discussed previously.

6.2.2 Estimation without spatial attention

Numerical estimation is thought to rely on a baspproximate numerosity system,
which has been shown to be sub-served by the atri@tal sulcus (for a review, see Dehaene
et al., 2003). Does this approximate numericalaetton process require spatial attention? To
address this question (in ouf® hapter), we tested numerical estimation in aepati
presenting left visual extinction, that is, a patigvho failed to attend to items in the left
visual field, when a competing right stimulus wasent, and when stimuli had to be
localised. During the estimation task, two arrayarevpresented (one in each field) which
were either close enough to each other to formatnect, or separated by a distance which
lead to the perception of two objects. Interesyinglesults suggested that dots in the
extinguished field were only taken into account wterming one central object with the
right-sided dots. This suggests that an area nmgletd to be delineated (through spatial
attention) before estimation can operate over it.

Future studies involving patients presenting eittivéhin-object neglect or between-
object neglect would be of interest. A modificationthe presentation of the “one object”
condition would also be useful, for example by gdime same distance between hemi-clouds
as in the “two objects” condition, but linking thewith a fine horizontal line of dots, to
control better for possible extinction in this cdimh and see the effect of grouping by
connectedness.

A recent study reported spared ability to unconsslp process underlying numerical
information in extinguished Arabic numerals (Cajgtél & Cipolotti, 2006). It would be
interesting, in future studies, to compare accessuimerical quantity through extinguished
symbols (Arabic numerals) and through non-symbsiiiculi (dots, as in our study), within
the same patients.

Finally, the fact that estimation might depend gatgl attention, but not subitizing,
constitutes another argument to believe that tlegyesent separate processes. However, it
remains to be explained why subitizing can occuheuit spatial attention, but not estimation.
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Perhaps the dots in the subitizing task were malierg (as they were much larger than the
dots used for estimation). It might be interestiogest subitizing of sets of small clouds of
dots; if this were preserved, it might argue agaandifference in stimulus saliency.

6.2.3 A serial or parallel numerosity extraction pr  ocess?

Two prominent models of extraction of numerosityr @ contrasted: the pre-verbal
counting model, which proposes a serial extractimtess (Gallistel & Gelman, 1992), and
the Log-Gaussian model, which is based on a parallemerosity detector (Dehaene, 2007;
Dehaene & Changeux, 1993). In olft ehapter, we wished to confront these two models by
testing a patient with impairment in serial visaiention (simultanagnosia). We showed that
although this patient was unable to count setstashs presented visually, subitizing was
preserved, and estimation was also mostly spardter@pproximate operations thought to
rely on a general numerosity extraction proces®wo mostly spared (comparison, but also
addition of large sets of dots). Also, non-numdrieearch tasks provided evidence for a
sparing of parallel processing and impairment ofat@rocessing. These results suggest that
numerical extraction can take place without seriguial attention, therefore supporting the
Log-Gaussian model (Dehaene, 2007; Dehaene & Chand993), and weakening the
hypothesis of a serial pre-verbal counting pro¢€sdlistel & Gelman, 1992).

Future studies should aim to replicate this findipgrhaps in patients presenting
simultanagnosia without gaze apraxia, to constitutenore controlled demonstration that
serial attention, and not a deficit in serial refsiog of attention, causes this pattern of results.

6.2.4 Does estimation require executive functions?

Although adults’ estimation presents charactesstiat link it to the approximate non-
verbal quantification system (scalar variability)goes beyond this system in the sense that it
requires language to give labels to the quantitieé are extracted. This labeling requires
calibration, that is, correct correspondence frammunderlying quantity to the verbal symbol.
Adults’ spontaneous calibration is somewhat posthay show under- or over-estimation for
larger quantities, even though their responselater with numerosity (correct ordering) and
respect scalar variability (Minturn & Reese, 19%4ard & Dehaene, in press). However,
when presented with an example of a correct estir(@tternal calibration), adults’ whole
range of answers is improved to approach correannmastimates (Izard & Dehaene, in press).
In our 8" chapter, we asked ourselves whether spontanectisraexternal calibration

required executive functions, as strategic or ratiue processes might be needed to find a
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plausible corresponding label to a given quanfitgntrary to counting, for which there is a
precise procedure which leads to the cardinality eét, estimation is a process for which no
given strategy is available and whose outcome igmgiin a context of uncertainty
(approximate answer required). These task conditaord demands are somewhat similar to
those required in cognitive estimation which hasrbshown to involve executive functions
(disrupted after frontal lobe damage: Shallice &#&s, 1978). By studying estimation without
external calibration in a patient with focal frontabe damage who presented executive
deficits and cognitive estimation deficits, we slkeomthat numerical estimation performance
was indeed disrupted, showing a pattern of ovemesion which however correlated with
numerosity and respected scalar variability. A&eternal calibration, performance improved,
although there was still some over-estimation axcegsive variability in responses. We
further showed, with the help of different numekitasks, that the numerical estimation
deficit was not linked to impairment at the levEhon-verbal extraction and representation of
numerosity. Moreover, the deficit did not seem ¢ospecific to a given output, as it persisted
when the patient had to match Arabic digits to sdtslots. We conclude that executive
functions indeed play a role in spontaneous cdlima (translation from numerical
representation to output). We suggest that theygly also contribute to performance
involving external calibration, although this mighé more clearly demonstrated with a
patient presenting more marked executive deficits.

Future studies of patients presenting executiveciteffollowing frontal lobe damage
might be of interest, to determine whether a defici numerical estimation can occur
independently from one in cognitive estimation. sThwould help determine whether
calibration in numerical estimation is related tpracess specific to the numerical domain or
to a more general process. Moreover, the role ofmonerical parameters could be further
investigated (are difficulties in calibration alvgayinked to influence of non-numerical
parameters, or can they arise independently?)pétient that we examined presented lesions
both to the left and right frontal lobes. It woulte interesting to determine whether
lateralization of the lesion plays an importaneratspecially since Piazza and collaborators
found right frontal activation in (non-verbal) esttion of numerical quantity (Piazza et al.,
2006). It would also be of interest to test sevgratients with frontal lobe lesions to

determine more precisely which part of the frotdlk plays a role in calibration.
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10 APPENDI X

10.1 APPENDIX 1: RESPONSE TIME FITS FROM THE 1-8 NAMING
TASK (CHAPTER 2)

The 18 following graphs correspond to the normdlimsponse times (0-100) for each
of the 18 subjects plotted against numerosity (1ag)well as the sigmoid fit. In each graph,
the range derived from this fit (inflexion point tie sigmoid) is indicated as well as the
goodness of fit (R2). The last subject was exclutdeeh analyses because of a poor fit (R2 =
0.56).
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10 APPENDIX

10.2 APPENDIX 2: SMALL NUMEROSITY PROCESSING AND NON-
NUMERICAL CONTINUOUS PARAMETERS (CHAPTER 3)

A shorter and modified version of the enumeratesktwas administered to ensure that
non-numerical parameters did not influence theep#di performance, that is, to make sure
that their responses were based on numerositynandn other continuous variables which
usually co-vary with numerosity (such as the arezewed by the dots, or the total area of
black if black dots are presented on a white bamkgal). Indeed, in the main localisation and
enumeration tasks, stimuli were not controlled fmm-numerical parameters. Thus, we
intermixed trials where dot size was held consfantd total occupied area co-varied with
numerosity) with trials where total occupied areasvineld constant (and dots size co-varied
negatively with numerosity), using the same numgessand presentation duration as in the
main enumeration task. Stimuli consisted in rangatterns of dots, and were presented only
in the left visual field; we reasoned that if penfi@nce was equally good across the different
types of controls in this field, this would argue fesponses based on numerosity in the main
enumeration task as well (whether in the left,tbilal, or right field). The patients performed
a total of 48 trials in one session (8 trials pamdition: 3 numerosities x 2 types of controls x
8 trials). Accuracy results were analysed ugthtpsts to compare performance across control

type (constant area vs. constant dot size) for aaoferosity.

10.2.1 Patient JM

Accuracy differences across types of control wesa-significant for numerosities 2
(r3(1) = 1.07,p (Fisher’'s exact test) = .61) and;3(1) = 1.07,p (Fisher's exact test) = 1.00),
whereas constant area lead to a significantly begeformance with numerosity 42(1) =
7.27,p < .05). However, as exposed in the main resuttise numerosity 4 did not lead to
an advantage of enumeration over localisation. Eration was quite poor with numerosity 2
(constant dot size: 50% correct; constant area:)2péthaps reflecting within-field extinction
or neglect, but higher with numerosity 3 (constdot size: 88% correct; constant area:
100%). We therefore conclude that these resultgesigthat the patient’'s advantage of
enumeration over localisation (at least with numsiies 2 and 3) in the main tests was indeed

related to numerosity processing and not basedomuomerical parameters.
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10.2.2 Patient FC

Accuracy differences across types of control wesa-significant for numerosities 2
(r3(1) = 1.07 p (Fisher’s exact test) = 1.00) and,3{) = 1.33,p (Fisher’s exact test) = 0.57);
accuracy was strictly equal across types of coftrohumerosity 4. Accuracy was quite high
with all three numerosities (2: constant dot s&&% correct, constant area: 100%; 3: constant
dot size: 63%, constant area: 88%; 4: 100% in lbotiditions). We therefore conclude that
these results suggest that the patient's advamthgeumeration over localisation in the main

tests was indeed related to numerosity processidgat based on non-numerical parameters.
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10.3 APPENDIX 3: TRANSCRIPTION OF THE COOKIE THEFT
PICTURE DESCRIPTION (CHAPTER 4)

(translated from French by S.K. Revkin)

“It's a little girl who is throwing a ball. She hasskirt on. There are two pictures in fact,
one here and one here [the patient shows the itidt and the right side of the picture].
There’s the mother cooking... or ironing. [What ddles whole picture represent?] | don’t
know. [What else do you see?] There’s a doorknab,hen’t there? That's the little girl. And
here is the mother. [What else do you see?] Thareigpboard here perhaps. The little girl...
she’s playing with a ball perhaps... [Do you see limg else?] This is some salt, isn’t it?

And isn’t this a pan?”
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11 SHORT SUMMARY

11.1 IN ENGLISH

Human adults are thought to possess three procdesemiantify visual objects:
subitizing(the rapid and accurate enumeration of up to 8it#ms),countingandestimation
We investigated the underlying process involvedubhitizing, the parallel or serial nature of
approximate numerical processes (such as estimatod the processes involved in
estimation.

First, we directly tested the hypothesis that szibij might represent estimation at a
high level of precision. A unique advantage for mjitees 1-4 was found, suggesting that
human adults possess separate numerical systesmdédirand large numerosities. We further
established that subitizing could occur indeperigenit spatial attention (in patients with
visual extinction).

Second, we showed that approximate numerical psesewere globally spared in a
patient presenting a deficit in serial visual aitem supporting the hypothesis of a parallel
extraction of numerosity. We also found that estiomacould not occur independently of
spatial attention (in a patient with visual extion), unless stimuli formed a single object.
Finally, we investigated the hypothesis that exgeutprocesses might be needed in
estimation. Results of a patient presenting exeeuwdeficits supported this hypothesis, as he
presented extreme over-estimation. Different teatggested a sparing of underlying quantity
and an extension of the deficit to a non-verbaboytpointing to impairment in mapping
from underlying quantity to output.

These findings argue for the existence of sepamateerical systems for small and large

numerosities in adults, and inform us on some efctaracteristics of these systems.
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11.2 IN FRENCH

L’adulte possede trois processus de quantificatiobjets visuels : lasubitisation
(énumération rapide et exacte de 1-3 ou 4 iteresjpinptageet I'estimation Nous avons
investigué l'origine de la subitisation, le caraetesériel ou parallele des processus
numériques approximatifs (tels que I'estimationjsaique les processus impliqués dans
I'estimation.

Nous avons testé I'hypothese que la subitisatibmed’ estimation a un degré élevé de
précision. Un unique avantage pour les quantitdsalété trouvé suggérant que les adultes
possédent des systemes séparés pour les peties grandes quantités. Nous avons aussi
montré que la subitisation peut survenir sans tttenspatiale (patients avec extinction
visuelle).

Nous avons montré que les processus numériguesxapatifs étaient globalement
préservés chez une patiente présentant un déécltattention visuelle sérielle, soutenant
'hypothése d’'un mécanisme paralléle. Nous avorssiamontré que l'estimation ne peut
opérer sans attention spatiale (patient avec diimwisuelle) a moins que les stimuli ne
forment un seul objet. Enfin, nous avons testépdiliese que I'estimation fait appel a des
processus exeécutifs. Cette idée est soutenue paeseltats d’'un patient dysexécutif qui a
présenté une surestimation extréme. La préservdada quantité sous-jacente et I'extension
du déficit a une réponse non verbale indiquentéfictidd a I'étape de mise en correspondance
entre quantité sous-jacente et réponse.

Ces résultats suggerent I'existence chez I'adudtey$temes numériques distincts pour
les petites et les grandes quantités et nous é&ataur les caractéristiques de ces systémes.
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L’adulte humain possede trois processus pour diemtiles objets de son
environnement. Lorsqu’il a a faire a un ensembl@alats par exemple, il peut rapidement et
correctement énumérer jusqu’a 3 ou 4 items (salitis). Pour des quantités plus larges, |l
utilise le comptage exact ou I'estimation approxiwe Différentes études suggerent que les
animaux non-humains et les enfants pré-verbauxepless des précurseurs des capacités
numériques exactes (subitisation) et approximatifestimation, mais aussi comparaison,
addition ou soustraction de quantités non-symbekjue I'adulte. En effet, les animaux et
les enfants pré-verbaux sont capables de discrimate de mentalement manipuler
(additionner, soustraire) des ensembles d’objetsndeiere exacte, du moment que leur
quantité n'excede pas 3 ou 4. Ces capacités stampit non seulement a des objets percus
visuellement, mais également a des sons ou deenagctsuggérant ['utilisation d’une
représentation abstraite de la quantité. lls ptés¢négalement une appréhension et une
manipulation approximative des grandes quantitésgivent la loi de Weber, et ce, avec
différents types de stimuli, suggérant l'utilisatial’'un deuxiéme systéme de quantité
abstraite, approximatif en contraste au premies. pggformances numériques approximatives
de l'adulte obéissent également a la loi de Welmdté{ant des représentations numériques
sous-jacentes dont le recouvrement augmente aletfult mesure que les numerosités
augmentent), lors de la comparaison de groupesod#sp(effets de distance et de taille,
indiquant un effet du ratio entre les deux numééssa comparer), ou lors de leur estimation
(variabilité scalaire : augmentation de la variébildes réponses qui est proportionnelle a
'augmentation de la réponse moyenne).

Au cours de nos différentes études de sujets aglultais avons eu pour but d’améliorer
notre compréhension des processus impliqués dansulégtisation, en particulier en
investiguant un possible lien avec I'estimation @ugue, et en déterminant si la subitisation
peut vraiment opérer en l'absence d’attention afsgticomme le suggere une étude
précédente. Nous avons aussi cherché a compreadains des mécanismes impliqués dans
'estimation. Nous avons investigué l'idée que legision de I'estimation puisse étre
étroitement liée a la discrimination des numeérgsitious avons également cherché a
déterminer si I'estimation (et d’autres processusé@riques approximatifs) pouvait survenir
en I'absence d’attention spatiale et d’attentiosuelle sérielle. Enfin, nous avons investigué

la possibilité que l'estimation puisse faire appeldes processus exécutifs, lors de
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la mise en correspondance entre représentatiorénmunee sous-jacente et symbole
exact dans un contexte d’incertitude.

Dans notre premier chapitre expérimentiapitre 2), nous rapportons les résultats
d’'une étude au cours de laquelle nous avons testgalontaires sains en utilisant un nouveau
paradigme pour investiguer leurs performances daitisation et en estimation. Plusieurs
auteurs proposent que la subitisation pourraitésgter de I'estimation numérique a un
niveau élevé de précision. Nous avons testé cgftethese en comparant la performance de
nos sujets a dénommer des petites quantités (ckblels cqui meénent a la subitisation) en
contraste avec des grandes (contrélées pour ldficutte de discrimination). Un unique
avantage a été trouvé pour les quantités menansuibitisation. Les grandes quantités dont la
difficulté de discrimination était appariée a calks quantités menant la subitisation n’étaient
pas plus faciles a dénommer que les autres gramemdités. Ces résultats suggerent que
'adulte humain possede, tout comme les animaugseenfants pré-verbaux, deux systémes
numériques distincts pour les petites et les gmmpantités. Cette étude nous a également
apporté des réponses par rapport a un autre dguessonnements : nous avons trouvé, chez
ces sujets, que la précision de leurs performamceligcrimination de grandes quantités
corrélait avec leur précision de dénomination dangjtes (en dehors des quantités menant a
la subitisation). Ces résultats soutiennent 'id&m lien entre discrimination de numérosités
et précision de I'estimation.

Dans une deuxieme étude expérimentalagitre 3), nous avons testé deux patients
cérébro-lésés présentant une extinction visuelleir pmvestiguer leurs capacités de
subitisation. Nous avons répliqué une étude prétédaontrant que I'énumération de petites
quantités (2 et 4) disposées en patterns canon{gegsectivement en ligne et en carré) est
globalement préservée méme lorsqu’une partie destiggs ne peut étre correctement
localisée (dans une tache de localisation). Noossetendu ces résultats a des patterns non-
canonigues (quantités formant des patterns aléajoet a la numérosité 3 (formant un
triangle, une ligne, ou un pattern aléatoire). @esultats suggérent que la subitisation (par
opposition a la reconnaissance de patterns canes)igueut effectivement opérer en I'absence
d’attention spatiale dirigée vers les élémentsantfier. Nous avons également investigué la
guantification de grandes quantités chez un depegients. Nous lui avons présenté des
nuages de points et avons constaté que I'estimagqreut opérer dans I'hémi-champ négligé
lorsque les nuages sont nettement séparés (un éhegaet un a droite) et entrent en
compétition pour l'attention visuelle. Ceci implgugue I'attention visuelle est peut-étre

nécessaire pour délimiter une zone dans laqueltimation va ensuite pouvoir opérer. Nos
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résultats suggérent qu’il est peut-étre possible kpstimation puisse opérer en I'absence
d’attention spatiale lorsqu’'un seul objet (nuagentcal est présenté, mais de futures
investigations sont nécessaires pour l'affirmers @ésultats convergent avec ceux de la
premiere étude chez des volontaires sains (chagitrepuisqu’ils suggerent aussi une
différence entre traitement des petites et desdgiaquantités chez I'adulte.

Dans une troisieme étude expérimentathagitre 4), nous avons étudié les
performances d'une patiente cérébro-lésée prégemtantrouble de I'attention sérielle
(simultanagnosie). En effet, deux modeles des peuse numériques approximatifs
conduisent a des prédictions opposées quant aurrpances d'une telle patiente. Un
modeéle propose que les processus numeériques apyatifsi reposent sur un mécanisme sériel
d’extraction de la numérosité, chaque élément atifiex étant pris en compte un par un, a la
suite ; un autre propose un mécanisme paralléléepael tous les éléments seraient pris en
compte en une fois. Les résultats de cette patmmidennent le deuxieme modele, puisque
ses performances en estimation, en comparaisan atdition de nuages de points étaient
globalement préservées, alors qu’elle présentadéfitit marqué en comptage, qui requiert
un déplacement sériel de I'attention entre les éléma dénombrer. Par ailleurs, ses résultats
a des taches non-numeériques de recherche visugigeient également un déficit d’attention
sérielle et une préservation de processus d’extraparallele de I'information.

Dans une derniére étudehépitre 5), nous avons investigué un patient cérébro-lésé
présentant des troubles exécutifs, pour explorgosibilité que I'estimation puisse requérir
des processus stratégiques, généralement attbieesde tels patients. En effet, I'estimation
requiert une calibration, pour assurer une cormegd@oce correcte (ou du moins plausible)
entre la représentation numérique sous-jacenta eédonse verbale. Les performances du
patient dysexécutif a un test d’estimation furemtrquées par une sur-estimation extréme en
comparaison aux sujets de contrble. Par ailleuff&reints tests numériques suggérérent une
préservation globale de la représentation de latifég un autre test montra que le déficit
d’estimation s’étendait & une réponse non-symbeligees résultats suggérent que le déficit
de ce patient se situe au niveau de la calibrati@est a dire de la mise en correspondance, et
non au niveau de la représentation numériqgue smesHe ou de la sortie (réponse). Nos
résultats suggerent également que la calibratiderex (prise en compte d’exemples de
réponses correctes) puisse étre légerement atteldz ce patient ; d’autres études sont
nécessaires pour confirmer un réle des processtégtjues dans la calibration externe.

En résumé, nos études suggerent I'existence cheulie de deux processus numériques

distincts pour les petites et les grandes quantéésconcordance avec les données chez
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'animal et I'enfant pré-verbal. Elles nous renseigt également sur certaines caractéristiques
de ces systéemes, en suggérant que le traitemerdtrigum des petites quantités peut opérer en
'absence d’attention spatiale, contrairement aestimation des grandes quantités. Nos
recherches suggerent également que le deuxiemensygtiédié aux grandes quantités) peut
opérer de maniere parallele, comme cela a été dénprécédemment pour le premier.
Enfin, elles suggeérent un rble des processus gigates dans |'estimation des grandes

guantités.
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