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When presented with an auditory sequence, the brain acts as
a predictive-coding device that extracts regularities in the transi-
tion probabilities between sounds and detects unexpected devia-
tions from these regularities. Does such prediction require conscious
vigilance, or does it continue to unfold automatically in the sleeping
brain? The mismatch negativity and P300 components of the auditory
event-related potential, reflecting two steps of auditory novelty
detection, have been inconsistently observed in the various sleep
stages. To clarify whether these steps remain during sleep, we
recorded simultaneous electroencephalographic and magnetoen-
cephalographic signals during wakefulness and during sleep in
normal subjects listening to a hierarchical auditory paradigm in-
cluding short-term (local) and long-term (global) regularities. The
global response, reflected in the P300, vanished during sleep, in line
with the hypothesis that it is a correlate of high-level conscious error
detection. The local mismatch response remained across all sleep
stages (N1, N2, and REM sleep), but with an incomplete structure;
compared with wakefulness, a specific peak reflecting prediction
error vanished during sleep. Those results indicate that sleep leaves
initial auditory processing and passive sensory response adaptation
intact, but specifically disrupts both short-term and long-term
auditory predictive coding.

mismatch response | prediction | magnetoencephalography | MMN | P300

leep is considered a state of unconsciousness of the envi-

ronment in which behavioral responses to external stimuli
are drastically reduced (1); however, the depth at which sensory
information is processed during sleep, and the precise stage at
which processing is disrupted, remain uncertain. According to
an early theory of the reduced responsiveness to external stimuli
during sleep, the thalamic-gating hypothesis (2), tonic and syn-
chronous thalamic activity during sleep would disrupt the in-
formation transmission from the sensory periphery to the cor-
tex. Alternatively, it has been proposed that sleep may induce
a loss of integration at a late stage of cortical processing (3-5).
Indeed, preserved activation of primary sensory cortices has
been reported in electrophysiological studies in animals (6-9)
and in neuroimaging studies in humans (10-12). Furthermore,
stimuli that have behavioral relevance, such as hearing one’s
name, may induce a broad spread of activation into higher cor-
tical areas (10) and evoke late scalp event-related potentials
(ERPs) (13).

In addition to relevance, novelty also may be a significant factor
modulating the propagation of auditory signals during sleep. In
the awake state, presenting a novel deviant sound in a sequence
of repeated standard ones, the so-called “oddball” paradigm,
elicits a series of novelty-related ERPs. The mismatch negativity
(MMN) is a frontocentral negative component peaking at around
100-250 ms after deviant tones (14) that arises from auditory
areas (15). The P3b, or P300, is a slower, sustained posterior
positivity elicited at around 300 ms (16) thought to arise from
recurrent interactions in a broad set of interconnected areas,
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including frontoparietal cortices (17). These two potentials are
interpreted as neural correlates of two different hierarchical
stages in the process of novelty detection.

According to the predictive coding hypothesis (18), the lami-
nar organization of the cortex enables the formation of internal
models of increasing degrees of abstraction at successive levels of
the cortical hierarchy. Each model extracts regularities from its
bottom-up sensory inputs at a given time scale, and uses these
regularities to generate top-down predictions, which are com-
pared with subsequent inputs. Thus, a sound that violates a learned
regularity will generate an error signal, which can be used to
readjust the model.

Within this framework, the P300 is considered a high-level
prediction error signal associated with conscious novelty de-
tection, which is strongly reduced in various nonconscious con-
ditions, such as coma and anesthesia (17, 19-21), whereas the
MMN is considered a lower-level preattentive prediction error
signal (22-26) that may be generated nonconsciously (15). In
fact, two distinct mechanisms are involved during the MMN
time window: an active predictive mechanism (MMN proper)
and a passive habituation phenomenon known as stimulus-spe-
cific adaptation (SSA). SSA follows the repetition of a sound
and leads to reduced neural responses. It is theorized that when
a rare sound occurs, the activation of a set of nonadapted “fresh
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afferents” generates recovery of the original neural response.
Inasmuch as SSA reduces the impact of redundant sensory inputs,
it might be considered a primitive predictive device, yet one that
rests only on neurotransmission mechanisms local to each neu-
ron (27). It was initially thought that passive SSA may account
for the MMN (28, 29), but there is now evidence that the latter
involves active predictive coding mechanisms (22-26). To sum-
marize, at least three successive brain responses to novelty exist:
recovery from sensory adaptation, MMN in the proper sense,
and P300.

The present study aimed to clarify whether the nonconscious
sleeping brain remains able to detect auditory novelty, and whether
predictive coding and habituation mechanisms continue to oper-
ate during sleep. Previous electroencephalography (EEG) experi-
ments searching for MMN and P300 responses during sleep have
yielded partially contradictory results (30-32), in part because
EEG measures were affected by uncontrolled noise arising from
sleep signals and EEG artifacts. Moreover, the classical oddball
paradigm used in these studies did not clearly dissociate the var-
ious hierarchical levels of novelty detection. In this paradigm, the
late P300 component (P3b) may be confounded with another
lower-level positive component (P3a) that arises automatically
shortly after the MMN (33). Furthermore, many oddball para-
digms fail to dissociate prediction from adaptation; the deviant
sound exhibits both a low absolute frequency and a low transi-
tion probability relative to preceding sounds, leading to violations
of both adaptation and prediction.

Here we obtained simultaneous EEG and magnetoencepha-
lography (MEG) recordings during wakefulness and during non-
rapid eye movement (NREM) and rapid eye movement (REM)
sleep, thereby affording better signal-to-noise ratio and spatial
resolution than previous EEG recordings. In experiment 1, to
probe the hierarchy of novelty detection processes, we used the
local/global paradigm, a variant of the oddball paradigm that
disentangles the MMN and the P300 (19). This paradigm com-
prises two nested levels of temporal regularities, a short time scale
structure, termed “local,” and a longer time scale structure, termed
“global” (Fig. 1). Violations of local regularities elicit MMN/P3a
responses, whereas violations of global regularities elicit a P300
response (19, 25).

In patients with disorders of consciousness, this paradigm
successfully dissociated conscious from nonconscious states based
on the presence or absence of the P300 after global violations,
whereas the MMN remained present under nonconscious con-
ditions (19, 33-35). Using the local-global paradigm during sleep
should dissociate high-level predictive coding reflected in the
P300 from lower-level prediction or adaptation effects reflected
in the MMN. To further disentangle prediction from adaptation,
in experiment 2 we used an aBaBa paradigm in which the two
mechanisms work in opposite ways: predictive coding induces
a mismatch response (MMR) to rare stimulus repetitions (aa),
whereas sensory adaptation induces an enhanced response to
stimulus alternations (aB) (26, 36).

Results

In experiment 1, MEG and EEG data were collected before sleep
(Wakeprg), during a morning nap (N1, N2, and REM sleep
stages), and after awakening (Wakepost). During N1 sleep, as
subjects fell asleep, they still occasionally responded to global
deviants, allowing us to retrospectively split the data into
N1-responsive and N1-nonresponsive states. The total number
of subjects in each sleep stage varied depending on the number
of subjects who reached each stage and on the quality of their
data (Materials and Methods).

Local Effect: Disruption of the MMR During Sleep. Violations of

short-term regularities were analyzed by comparing responses
to local deviant and local standard sequences, a contrast termed
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Fig. 1. Experimental protocol. (A) Sleeping in the MEG was facilitated by
sleep restriction during the previous night, as controlled by actimetry.
(B) Recordings were obtained during three sessions with auditory stimuli:
before (Wakepge), during (Sleep), and after the nap (Wakepost). The goal was
to evaluate whether the brain reacts to local and global novelty during sleep,
and to test whether those effects depend on having previously heard the
stimuli in the waking state or whether they can be acquired during sleep. A
first set of four blocks was presented during Wakepge (stimulus set 1), then
again while subjects fell asleep (N1 sleep). When subjects reached stage 2 (N2
sleep), in addition to stimulus set 1, a set of 4 new blocks with new stimuli was
introduced (stimulus set 2). The corresponding datasets were called Sleepo.p
and Sleepyew. Finally, stimulus set 2 was again presented during Wakepost.
(C) Sequences with five identical vowels were termed “local standards”, and
sequences in which the fifth vowel was different (thus generating a local
mismatch effect) were termed “local deviants.” In each block, one sequence
(local standard in aaaaa blocks or local deviant in aaaaB blocks) was selected
and was repeated 10 times then on 80% of the trials, thus establishing
a "global standard.” The other sequences (respectively local deviant or local
standard), termed “global deviant,” were presented on the remaining 20%
of trials (thus generating a global deviance effect). Subjects were asked to
press a button to global deviants in half of the blocks during Wakepge and
Wakepost, and whenever they were aware of them during the Sleep session.

the local effect (Fig. 1). Using sensor-level statistics, a significant
local effect was found across all analyzed states of vigilance, from
wakefulness to N2 and REM sleep (Fig. 24). However, the brain
response to deviant tones was deeply modified in sleep compared
with wakefulness.

During the Wakepgrg session, local deviants elicited an MMR
over temporal MEG sensors, characterized by three successive
steps of auditory processing (Fig. 2C): an early deflection (left
temporal cluster, 48-100 ms, P < 0.05), an intermediate effect of
reversed polarity peaking at around 150 ms (120-176 ms, P < 0.01),
and a late effect spreading from temporal areas toward anterior
areas (left temporal-anterior cluster: 240498 ms, P < 0.001). On
EEG (Fig. 2D), the local effect led to a characteristic MMN:
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Event-related responses to local and global novelty as a function of vigilance states. (A) Local MMR in MEG. Topographies of the local effect (local
standards - local deviants) are shown at t = 150ms after the fifth sound. aERFs are shown for local standard and local deviant sequences at one left temporal
MEG sensor (black dot, same sensor across states). Cluster-based significant effects (P < 0.05, corrected) at this sensor in a 48- to 498-ms time window are
represented by green lines. The local mismatch effect is partially preserved across all sleep stages, yet its sharpest central peak, present during wakefulness,
vanishes progressively during sleep. (B) Global deviance response in MEG. Topographies of the global deviance effect (global deviants - global standards) are
shown at t = 350 ms after the fifth sound. aERFs are shown for global standard and global deviant sequences at the same left temporal MEG sensor (black
dot). Significant effects at this sensor in a 50- to 700-ms time window are shown (green lines). The global effect (P300) is found when subjects are awake, both
in Wakepgre and Wakepost. It remains present during N1-Sleep when subjects are behaviorally responsive, but disappears as soon as subjects become un-

responsive and in all sleep stages. (C) Visualization of the first MEG auditory evoked peaks and decomposition of the MEG local mismatch effect into three
components during wakefulness (Wakepgg): the early effect before 100 ms, the intermediate effect of inverse polarity around 150 ms, and the late effect after
200 ms. (D) Local mismatch in EEG, during Wakepge and N2-Sleep. Topographies are shown at 150 ms. The MMN at 150 ms in Wakepgg, contemporaneous of

the MEG intermediate effect, vanishes during sleep.

a negative deflection at the vertex at around 150 ms associated with
a polarity inversion at the mastoids (128-176 ms, P < 0.05), fol-
lowed by a positivity over frontocentral areas later turning into
a broad centroparietal positivity, compatible with P3a/P3b waves
(224448 ms, P < 10~*). Only the early effect (before 100 ms) failed
to be detected on EEG during wakefulness, despite the significant
early deflection visible on MEG. Considering the better signal-to-
noise ratio for MEG compared with EEG and for better read-
ability, the following results and statistical analyses are reported
only for MEG data (type 2 planar gradiometers; SI Materials and
Methods). Results for all types of sensors are shown in Fig. S1 and
Fig. S2.

During sleep, the early MMR was observed in all sleep stages,
but reached significance only in N2 sleep (SleepoLp+new): 76—
128 ms, P < 0.05), where its amplitude was slightly larger than in
the other sleep stages (Table S1). Crucially, the intermediate
effect was missing; its amplitude decreased progressively with the
depth of sleep, failing to reach significance from N1-responsive
sleep (Fig. 2 A4 and D) and creating a significant difference from
the wake period (Table S2). The late effect was found in all sleep
stages, however (N1-responsive and -nonresponsive: 220-348 ms,
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P < 0.01; N2: 136-356 ms, P < 0.001; REM: 236-296 ms, P <
0.05), with no differences in amplitude (Table S3).

During wakefulness in the Wakeposr session, the MMR re-
covered virtually the same shape as before sleep (Fig. 24). The
early effect failed to reach significance, but the intermediate ef-
fect recovered over temporal sensors (left temporal cluster: 116—
184 ms, P < 0.05), and the late effect was significantly detected
over the right temporal-anterior sensors (216-324 ms, P < 0.05).
When comparing Wakepre and Wakepost, activations differed
only during the late time window over the right temporal region,
where they were slightly stronger for Wakepogr (216-332 ms,
P < 0.05). Given such minimal differences, we grouped Wakeprg
and Wakepogt conditions in subsequent figures and analyses.

To test the acquisition of new regularities during sleep, new
vowel sequences were introduced during N2 sleep (N2-Sleepngw),
along with sequences already heard during wakefulness
(N2-Sleeporp). The early effect was not detected by cluster analysis
for Sleeporp and Sleepngw data separately; however, its ampli-
tude was significantly larger for Sleepngw than for Sleeporp
stimuli when comparing them with a paired Wilcoxon signed-rank
test (Table S1). No intermediate effect was found in either
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Fig. 3. Effects of previous exposure to sound sequences on the responses to
local and global novelty. Each column presents the data from a specific state
of vigilance and stimulus set: Wakepgepost) (Left), N2-Sleepg,p (Center), and
N2-Sleepnew (Right). (A) Local mismatch effect over left temporal, poster-
omedian, and anterior MEG sensors. Cluster-based significant effects (P <
0.05) are represented by green lines. Topographies are shown at 300 ms,
when activations between Sleepop and Sleepnew differ significantly. In
Wakepreiposty, the early and intermediate effects are visible in the left
temporal region (P < 0.01), whereas the late effect reaches significance only
in more anterior areas. In Sleepo,p, the significant mismatch effect is limited
to a transient late effect over temporal regions (P < 0.05). In Sleepnew, When
new vowels are introduced during sleep, the late novelty response is en-
hanced and spreads over posteromedian (P < 0.01) and anterior areas (P <
0.01). (B) Global effect over anterior MEG sensors. Topographies are shown
at 150 ms, when activations between Sleepo.p and Sleepyew differ signifi-
cantly. In Wakepgreiposty, the effect over anterior sensors is large and sus-
tained after 400 ms (P < 0.01). In Sleepo.p, With sequences heard previously
during wakefulness, an early transient effect is seen (P < 0.01). No global
effect is seen for Sleepnew-

condition (Fig. 34). In N2-Sleeporp, the late effect was
detected over left temporal sensors from 176 to 220 ms (P <
0.05). In N2-Sleepngw, the late effect was also detected over left
temporal sensors (176-320 ms, P < 0.05), with a slightly different
topography spreading over posteromedian sensors (92-312 ms,
P < 0.01) and then anterior sensors (300-406 ms, P < 0.01).
The direct comparison of Sleeporp and Sleepngw stimuli in
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cluster analysis revealed a significant interaction in the poster-
omedian region (88-308 ms, P < 0.05).

Distributed cortical sources for these effects were computed
in Wakeprg+post), N2-Sleeporp, and N2-Sleepngw conditions
(Fig. 4, Left). In all conditions, the early local effect was bilateral
and localized in the vicinity of auditory cortices (Wake: maxi-
mum at 84 ms, MNI coordinates: —56 —16 13; Sleepoyp: maxi-
mum at 104 ms, MNI: —49 —16 15; N2-Sleepngw: maximum at
104 ms, MNI: —47 —36 12). The intermediate effect was visible
only during Wake, however. This effect was characterized by
strong activations in auditory cortices (maximum at 148 ms;
MNI: —52 —36 15) alongside a larger network including inferior
frontal gyrus, left parahippocampus, and precuneus. During the
late effect, activations during Wake remained sustained in per-
iauditory areas (maximum at 252 ms; MNI: 44 —32 18) and also
expanded into broader associative areas (posterior and superior
cingulate, insula, parietal lobe, and middle frontal gyrus) (Fig. 4).
During sleep, only a subset of these areas remained responsive,
at much lower levels, at the time of the late effect (Sleeporp:
superior temporal and supramarginalis gyri, right insula, parietal
lobe, posterior superior frontal gyrus, and superior cingulate;
Sleepngw: bilateral superior temporal and supramarginal gyri
and right superior cingulate). Compared with Sleeporp and
Wake, Sleepnew led to additional late activations in the pre-
cuneus (maximum at 240 ms; MNI: 20 —57 23).

We further assessed the similarity of the local novelty response
during wakefulness and during sleep using multivariate classifi-
cation. Within each subject, we trained a decoder to classify each
trial as local standard or local deviant at each time point, using
the Wakepgrg data for training and then testing for generalization
to other states of vigilance. This method increases the signal-to-
noise ratio, takes into account interindividual variability, and pro-
vides a stringent test of the similarities of brain activity patterns
across conditions, even in the presence of time delays (37, 38).

The local classifier trained and tested within the Wakeprg
session achieved significant decoding scores from 76 to 620 ms
(P < 0.05), covering early, intermediate, and late MMR effects
(Fig. 54, Left). The same classifier also generalized fully to the
Wakepost session, with results virtually identical to those for
Wakepgg (Fig. 54, Left). However, when tested on N2-Sleep, the
classifier generalized only during the early and late effects (76—
100 ms and 212-588 ms, P < 0.05). Strikingly, the ~150-ms peak
during which excellent decoding was achieved for Wake data
[area under the curve (AUC) ~0.80] did not generalize at all to
sleep (AUC not significantly different from 0.5). Comparing the
generalization scores from Wakeprg to Sleep and from Wakeprg
to Wakepost confirmed a significant difference from 116 to 484
ms (P < 0.05, Wilcoxon signed-rank test). This difference was not
related to the absence of novelty response during sleep in the
intermediate time period, because when the classifier was trained
and tested within the N2-Sleeporp+~ew) dataset (Fig. SC, Left),
it performed successfully better than chance from 108 to 172 ms
(P < 0.05). These results indicate that the nature and topography
of the novelty response during the intermediate time window in
wakefulness differ from those observed during sleep, such that no
generalization is possible from one to the other. Similar results
were obtained when computing the full temporal generalization
matrix (Fig. S3), and also when analyzing the N2-Sleeporp and
N2-Sleepngw trials separately (Fig. 5B, Left).

Global Effect: Loss of the P300 During Sleep. We next investigated
the response to global novelty, that is, the difference between
rare and frequent sequences of five sounds. During wakefulness
(Wakeprg and Wakepost, global deviants were followed by
sustained activations, starting over temporal sensors and then
spreading toward anterior reglons (left anterior temporal cluster
Wakepgrg: 232-700 ms, P < 10~*; Wakepogsr: 144-700 ms, P < 107)
(Fig. 2B). Similarly, EEG recordmgs revealed a posterior positivity
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activations vanish during sleep. A late effect is present during sleep, although attenuated in amplitude, and with delayed activation of the precuneus only for
new stimuli. Time series are presented for the left Heschl gyrus and the precuneus. (Right) Global deviance. During wakefulness, broad parietal, frontal, and
temporal activations are present. During sleep, this activity vanishes, except for an early transient activity for old stimuli heard previously during wakefulness,

as seen on time series (N2-Sleepoyp)-

(Wakeprg: 256-700 ms, P < 10~% Wakepost: 136-680 ms, P <
0.01) with the characteristics of a classical P300 (Fig. S2). A
comparison of Wakepgrg and Wakepost revealed stronger sus-
tained MEG activations in anterior areas during Wakeprg (596—
672 ms, P < 0.05), despite similar amplitudes in auditory areas
(Table S4). In N1 sleep, when subjects were still responding, the
global effect continued to be elicited over temporal and anterior
regions (N1-responsive: 176-700 ms, P < 10~*); however, criti-
cally, even during N1 sleep, as soon as subjects ceased to be be-
haviorally responsive, the P300 vanished (N1-nonresponsive; Fig.
2B). In N2 sleep and REM sleep, subjects did not respond be-
haviorally to any global deviant, and no response to global de-
viance was seen. (ERPs and all MEG sensor results are presented
in Fig. S2.) Note that in a recent study, Kouider et al. (39) detected
markers of motor preparation (i.e., lateralized readiness poten-
tials) in the descent to sleep, even in the absence of behavioral
responses. In the present study, subjects made only unimanual
responses, and thus we could not compute lateralized readiness
potentials. Consequently, we cannot exclude the possibility of an
automatic motor initiation during sleep, but can only conclude as
to the absence of the P300 associated with the global effect.

Analyzing the old and new stimuli separately revealed an early
and transient global effect to old stimuli over anterior sensors
in N2 sleep (N2-Sleeporp: 48-188 ms, P < 0.01). No such acti-
vation was found for new stimuli introduced during sleep
(N2-Sleepnew; Fig. 3B). A direct comparison of N2-Sleeporp
and N2-Sleepngw stimuli revealed a significant interaction in the
same anterior sensors (68-168 ms, P < 0.05). Note that during
wakefulness, an early effect in those regions fell just short of
significance (Wakepre+post): 88-152 ms, P = 0.05).

In source reconstructions, the global effect during Wake com-
prised a first set of activations localized mainly to auditory areas
(maximum at 144 ms in right superior temporal gyrus/planum
temporale; MNI: 32.46 —26.02 10.34), associated with activations
in bilateral precuneus, parahippocampal gyri, and posterior cin-
gulate. This was followed by large and sustained activations in
associative cortices (temporal and parietal lobes, right insula,
posterior and superior cingulate cortices, dorsolateral prefrontal
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and lateral orbitofrontal cortices; Fig. 4, Right). No such activation
was found during sleep; however, in N2-Sleeporp, an early and
transient activity was found in frontoorbital areas, followed by
small activations of the right supramarginal gyrus (140-340 ms).

In multivariate classification, the global effect was successfully
decoded during Wakeprg, with almost complete generalization
to Wakepost (Fig. 54, Right). Note that the effect was just above
chance even before the onset of the fifth sound, an effect ob-
served in previous work (34) and linked to the anticipation of
global deviant sequences, given that the probability of their oc-
currence increases with the successive presentation of global
standards. None of these effects generalized to sleep data (Fig. 54).
Testing the generalization from Wakepgrg to N2-SleepoLp+NeEw)
revealed only a very transient generalization from 212 to 228 ms
(Fig. 54, Right). This effect was related to a transient period of
generalization (196-252 ms, P < 0.05) for N2-Sleepoy p stimuli only
(Fig. 5B, Right). No generalization was possible from Wakepgrg to
N2-Sleepngw stimuli. Even when trained and tested specifically
on the SleeporLp+new) dataset, the classifier was unable to
correctly classify global deviant vs. global standard sequences (Fig.
5C, Right). These results suggest that during sleep, the brain is not
responsive to global regularities, except for a transient period
unique to previously learned stimuli.

Modulation of Evoked Responses Across Vigilance States. Beyond
the evoked responses to auditory novelty, our paradigm also
provide basic data on the evolution of auditory responses evoked
by the first four sounds across the different states of vigilance. A
clear dissociation was seen as a function of the latency of auditory
responses (Fig. 2). The amplitude of the first measurable re-
sponse to sound onset (first peak in Fig. 2C) remained unchanged
across sleep stages (complete statistics in Table S5), although its
latency increased significantly (Wake: 73.4 ms; N1-Sleep: 81.5 ms;
N2-Sleep: 100.4 ms; REM: 94.2 ms); however the next peak
(second peak in Fig. 2C) was dramatically reduced in amplitude
during N1, N2, and REM sleep, and its latency was also increased
(Wake: 158.2 ms; N1: 176 ms; N2: 179.8 ms; REM: 183.6 ms)
(Table S6).
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Fig. 5. Decoding the brain’s novelty responses to local mismatch and to
global deviance during wakefulness and N2 sleep. At each time point, mul-
tivariate classifiers were trained to discriminate either local standards from
local deviants (aaaaa vs. aaaaB series, left column) or global standards from
global deviants (frequent vs. rare series, right column). Each curve represents
the AUC, a parameter-free measure of decoding success (chance level, 0.5).
Significant decoding (P < 0.05) is indicated by a horizontal line. (A) Gener-
alization from wake to sleep. A classifier was trained on the Wakepgg session
and its ability to accurately classify local (Left) and global (Right) effects was
tested on the same session (red), on Wakepost (orange) and on N2-Sleep o p.new)
(blue). (B) Improved generalization for stimuli previously heard during
wakefulness. A classifier was trained on Wakepge and tested separately on
Sleeporp (dark blue) and Sleepnew (cyan). (C) Decoders trained during sleep.

A classifier was trained and tested on the N2-Sleepoip+new) dataset.

Because of the similarities in temporal profile and topography
of this second peak and the local MMR, and because both
components decreased during sleep, we examined whether these
two phenomena were related across subjects. Regression analysis
indeed revealed a positive correlation between the amplitudes of
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this second peak and of the intermediate MMR during N2 sleep
(r =0.53; P < 0.05), indicating that the reductions in the second
auditory peak and the MMR are related phenomena.

After the second sound, it became harder to separate the
peaks evoked by individual stimuli, but the overall envelope of
responses was also strongly diminished during sleep (Fig. 2). In
the local-global paradigm with awake and conscious subjects,
a progressive ramping-up of brain responses across the four sounds
has been described and tentatively ascribed to an expectation of
the final sound (40). We verified that this ramping-up was present
in our data during wakefulness (cluster analysis for slope different
from 0, P < 0.001 in temporal areas), and that it diminished during
N1 sleep and then N2 sleep (Table S7) while remaining significant
(significant slope in N2 sleep, P < 0.001). A slight rebound was
observed during REM sleep, with an effect size indistinguishable
from that for N1 sleep.

Separate Assessment of Predictive Coding and Sensory Adaptation.
Experiment 1 yielded a clear-cut vanishing of the global effect
during sleep, but the results for the MMR were more ambiguous;
a significant difference continued to be observed between local
deviants and local standards, yet the main peak of the MMR de-
creased during N1 sleep and vanished during N2 and REM sleep.
Given that this main peak has been associated with prediction error
in previous studies (24-26), one hypothesis is that sleep selectively
disrupts predictive coding and preserves only sensory adaptation.
To evaluate this possibility, we ran a second experiment in which
sensory adaptation and predictive coding were manipulated in-
dependently (Fig. 6). We replicated the aaaaa blocks, where rare
“aaaaB” deviant sequences violate both prediction and adaptation.
We also introduced novel blocks using aBaBa and aBaBB
sequences, in which the dominant expectation is an alternation of
the two sounds. Here predictive coding should induce a prediction
error response to the final unexpected sound repetition in aBaBB,
whereas passive adaptation makes the opposite prediction of a re-
duced activation to repetition (or no effect at all if a single stim-
ulus repetition fails to yield a significant adaptation).

The results for the aaaaa blocks fully replicated our earlier
observations. During wakefulness, deviant sequences elicited an
MMR with virtually the same three-component shape as in the
first experiment (Fig. 64). Again, an intermediate MMR effect
was clearly present during wakefulness (108-156 ms in temporal
areas, P < 0.05) but vanished during N2 sleep, leaving only the

standard AB deviantAA  standard AB deviant AA
x25(25%) X2 32 X25(25%

B 5(05%) | x2o25%)  xo(35%) (25%)
Blocks aBaBa |{11 - DIANN + NNUAE + NONDI

BN ONMB O

06 0 05
12
10

X

— deviant AB
—— standard AA

gr10  L—snaad Ay
4
P 2
0
L WP
-4
early intermediate late heo % 02
8ams 148ms 248ms

-12 AA
sxw
a4
2
0|
-2
o6 0 05
B = deviant AA
xm‘z —— standard AB
6
4 left temporal
2
OW
-2
“%s 0 05 . .
time (ms) early intermediate late
8ams 148ms 248ms.

Fig. 6. Dissociation between disrupted predictive coding and preserved sensory adaptation during sleep. (A) Block aaaaa: replication of experiment 1. During
wakefulness, aaaaB deviants that violate both prediction and adaptation elicited an MMR with three components (early, intermediate, and late). During N2
sleep, early and late components remained present, but the intermediate component vanished. (B) Block aBaBa: dissociation of prediction and adaptation.
During wakefulness, the aBaBB deviants that violate prediction but not adaptation elicited an MMR only during the intermediate time periody. During N2
sleep, no significant difference remained. Topographies for each components are shown, with significant clusters (*P < 0.05). aERF time series with significant
activations for the left temporal MEG sensor are displayed (horizontal green lines). The vertical dotted line indicates the peak of the intermediate effect

(148 ms after the deviant sound).
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early and late effects (early, 84-124 ms, P < 0.05; late, 204-300 ms,
P < 0.01). Crucially, the aBaBa blocks revealed that this in-
termediate peak was entirely imputable to prediction error. Dur-
ing wakefulness, the deviant series aBaBB elicited an MMR
characterized by a single deflection peaking at around 150 ms
(100-200 ms, P = 0.001) and essentially identical in latency and
topography to the intermediate effect in aaaaa blocks (Fig. 6B).
This effect vanished during N2 sleep, such that the difference be-
tween aBaBa and aBaBB failed to reach significance. Thus, in
a paradigm that separates predictive coding from sensory adap-
tation, sleep appears to selectively disrupt predictive coding.

Discussion

We investigated whether predictive coding, which is considered
a fundamental property of the cortex, continues to operate during
sleep. To this end, we tracked the responses of the sleeping brain
when presented with auditory novelties at two distinct levels of
complexity, local (single-vowel change) and global (whole-sequence
change), using a paradigm previously demonstrated to engage
predictive coding mechanisms (25). Despite the continued pres-
ence of strong auditory potentials during sleep, the global effect
(P300) disappeared abruptly, simultaneous with the loss of
behavioral responsiveness during the descent to sleep, and was
absent in both NREM and REM sleep. Local violations continued
to elicit a distinctive response, but the peak of this local MMR,
at around 150 ms, was sharply reduced. We then investigated
which mechanism accounted for the residual mismatch effect that
remained present during sleep. By dissociating predictive coding
from sensory adaptation, we demonstrated that the mismatch
peak that vanished during sleep was specifically associated with
a prediction error signal. We now discuss how these results
clarify whether and how sleep disrupts the processing of novel
external stimuli.

Preserved Auditory Processing During Sleep. Our results firmly es-
tablish that auditory stimuli (here single vowels) continue to enter
the cortex and to be discriminated during sleep. Early perceptual
responses of unchanged amplitude were detected in auditory
cortices across all states of vigilance (Figs. 2 and 4). These early
activations in primary auditory areas are in line with other studies
demonstrating activation of auditory cortices during sleep (6, 7, 9,
10, 12). Animal studies suggest that the burst firing mode of the
thalamus during sleep, with its alternating on and off states, may
be as effective as the tonic mode characteristic of wakefulness in
relaying incoming sensory information to the cortex (41). How-
ever, changes in neuromodulatory control of thalamocortical ex-
citability during sleep may attenuate sensory precision (42), which
in turn would reduce the rate of evidence accumulation in sensory
areas, thereby explaining the progressive increase in auditory la-
tencies during sleep observed in the present study and previous
studies (43, 44). This attenuation of the precision of sensory
prediction errors also may explain the subsequent disruption in
global and local effects (42).

Disrupted Predictive Coding During Sleep. Previous research with
inattentive subjects as well as patients in coma and vegetative
states has established that the global novelty response, associated
with a P300 on EEG, depends on a conscious appraisal of the
auditory sequence (19, 33, 35). Our present findings extend this
result to sleep, demonstrating that the brain response to global
novelty vanished abruptly with the loss of responsiveness during
sleep. The all-or-none disappearance of the P300 occurred as
early as stage 1 sleep, in which subjects were fluctuating between
responsive and nonresponsive states; responsive subjects exhibited
a significant global effect on MEG and a P300 wave on EEG,
whereas nonresponsive subjects no longer did. This disappear-
ance cannot be ascribed solely to a lack of motor preparation,
considering that in both the present work (Fig. S4) and previous
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research (25), the global effect remained present with virtually
identical topography, temporal profile, and source localization
when awake subjects were told merely to attend to the stimuli
without overtly responding.

Our present results reinforce the notion that the global novelty
response and, more generally, the P300 wave are phenomena
that reflect conscious processes (19, 33, 35, 45, 46) and that
vanish suddenly under nonconscious conditions (17). Our results
depict stage N1 sleep as a transition process from wakefulness to
sleep, characterized by a mixture of conscious and nonconscious
states inside the alpha-suppression periods. This hypothesis may
explain previous results showing an attenuated P300 during N1
sleep (44); this result would arise from averaging over these two
states, which indeed would have remained indistinguishable had
we not used an explicit behavioral task.

Our findings are partially at odds with a set of previous studies
using the oddball paradigm that reported a small late posterior
positivity during sleep at around 300 ms (47-50) or 450 ms (44,
51) after deviant sounds. We note, however, that the oddball
paradigm, unlike our present local-global paradigm, fails to dis-
sociate the successive stages of novelty detection that are now
known to have very different properties in relation to conscious-
ness (19, 25, 33, 34). Thus, we cannot exclude the possibility that
those previous studies observed only the delayed response to
a low-level (local) violation, rather than a genuine P300 response
to high-level conscious predictive coding. Another possibility is
that the stimuli used in these previous studies induced short
periods of awakening. Here we purposely used low-intensity sounds
(46 dB) and carefully monitored sleep stages to avoid this dif-
ficulty. Furthermore, we searched for novelty responses using
a sensitive technique of MEG recording with 306 sensors fol-
lowed by multivariate decoding, trained either directly on sleep
data (Fig. 5C) or on a more extensive set of wake data from the
same subject and then tested for generalization to sleep (Fig.
5A). Because none of these efforts revealed a global novelty re-
sponse, we can be confident that this response disappears during
sleep in our paradigm.

The only exception was a small, early (<300 ms), and transient
global effect that remained elicited only by deviant sequences
that had been previously heard consciously during wakefulness
(Fig. 3B). This result suggests that although the sleeping brain is
unable to acquire a novel sequence during sleep, it remains able
to detect deviations from a highly overlearned sequence heard
repeatedly before sleep. The early time window of this effect,
along with the weak and transient generalization of decoding
from presleep to sleep (Fig. 5SB), suggest that this response does
not result from the sustained activation of the distributed “global
workspace” underlying conscious responses to novelty (17, 19),
but rather may arise from a modular and automatic process lo-
calized to frontopolar and periauditory areas (Fig. 4). On repe-
tition during wakefulness, a sequence of five vowels (e.g., a, a, a,
a, u) may become so highly familiar so as to be stored as a unified
auditory template similar to a word. The difference in brain re-
sponse when a rare sequence is presented (e.g., a, a, a, a, a) may
then reflect a sensory adaptation effect in units coding for this
level (29). At any rate, the absence of any global effect with
unfamiliar stimuli imply that such storage of frequent “words,” if
present, is disrupted during sleep.

Disrupted MMR but Preserved Adaptation During Sleep. Previous
research using the local-global paradigm has indicated that,
contrary to the global response, the local MMR can be preserved
under conditions of distraction or unconsciousness (19, 33). Thus,
we expected that this response might remain present during sleep.
This prediction was only partially upheld, because a specific part
of the MMR elicited by local vowel deviants was also strongly
affected by sleep. During wakefulness, the MMR was character-
ized by three steps of auditory processing: an early effect before
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100 ms, an intermediate effect peaking around 150 ms (the MMN
on EEG), and a late effect after 240 ms. During sleep, the in-
termediate MMR effect/MMN was specifically reduced during
N1 sleep and ultimately dropped to an undetectable level in N2
and REM sleep (Fig. 24). Experiment 2 replicated these results
(Fig. 64) and demonstrated that the intermediate MMR com-
ponent was specifically elicited by prediction errors during wake-
fulness, an effect that completely disappeared during sleep
(Fig. 6B). Thus, the MMR observed during wakefulness can be
decomposed into (i) early and late components that result from
adaptation mechanisms and remain during sleep, and (ii) a sharp
intermediate peak that results from a prediction error and van-
ishes during sleep. This decomposition of the MMR is consistent
with previous studies describing it as a complex phenomenon
arising from multiple cortical areas with different qualitative prop-
erties (22, 52, 53) and associating the intermediate MMR peak
with predictive coding (24-26).

The formation of a prediction error signal is thought to require
a bidirectional transfer of information in both bottom-up and top-
down directions, either locally across cortical layers (26) or across
multiple areas of the cortical hierarchy (18). Previous evidence
suggests that the generators of the MMN extend beyond primary
auditory cortices and involve a broad network including frontal
and opercular cortices (14, 22, 54). Our source reconstructions
confirm these localizations and suggest that they are specific to the
intermediate time window of the MMR. The left inferior frontal
pars opercularis area (Broca’s area) location is also coherent with
our use of vowel sequences, because this region is involved in the
representation of structured language sequences (55).

Multivariate classifiers trained at the time of the intermediate
mismatch peak were able to decode local deviants during wake-
fulness, but failed to generalize either to sleep (Fig. 5) or to other
time periods (see the full temporal generalization matrix in Fig.
S3). In previous work, the temporal generalization of a classifier
from one time point to another has been shown to provide de-
tailed information on the time course of brain activation (37).
King et al. (38) applied this method to the local-global paradigm
and showed, exactly as in the present work, that the intermediate
MMR was focal in time and did not generalize to the early and
late time periods.

Despite the disruption of markers of predictive coding during
both NREM and REM sleep, a slight recovery of the progressive
ramping-up of brain responses was observed during REM sleep
(Fig. 2). This effect has been previously associated with an
expectation of the fifth sound in the sequence (40), an inter-
pretation that would appear to contradict the observed disruption
of predictions during sleep. However, this ramping-up also can be
interpreted as a passive summation of the activation evoked by
each successive vowel, without involving top-down expectations.
Further research is needed to disentangle these two interpretations,
and to clarify which aspects of the processing of external auditory
stimuli may recover during REM sleep.

Unlike predictive coding, adaptation is considered a basic
property of bottom-up sensory transmission localized to the pri-
mary auditory cortex (23, 28, 56). We indeed showed that the
early MMR effect localizes almost exclusively to auditory areas
during both wakefulness and sleep (Fig. 4). The late effect was
also localized to auditory cortices during sleep, but activations
propagated more broadly into the cortex during wakefulness
(Fig. 4). The similarities of the mechanisms in early and late MMR
are strengthened by the successful temporal generalization
from one effect to the other in both states of vigilance (Fig. S3).
Decoding analyses also confirmed the similarities of these effects
between wakefulness and sleep, because decoding generalized
successfully from one state to the other (Fig. 54 and Fig. S3).

The hypothesis of preserved sensory adaptation during sleep
has been supported by a recent electrophysiological study in rats
(9). Our results confirm this possibility in humans. They further
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show that the recovery from adaptation for deviant sounds is
particularly large for stimuli that were never heard before sleep
(Fig. 3), compared with sounds that were extensively presented
before sleep and while falling asleep. Only the new local deviants
elicited activations spreading into the precuneus (Fig. 4). By
reaching this region putatively involved in consciousness and self-
awareness (57), novel deviant tones may bring the brain closer to
the awakening threshold. Thus, the proposed preservation of
stimulus-specific adaptation during sleep may explain why the
presentation of novel sounds may lead to awakening, whereas
familiar sounds (e.g., ticking clock) do not.

Overall, our results indicate that the cortex continues to pro-
cess auditory stimuli during sleep, and to adapt to them, but that
two components of brain activity related to hierarchical pre-
dictive coding—the global effect and the intermediate peak of
the local MMR—vanish during sleep. Future research should
test whether these findings can be generalized to other prediction
paradigms that are also thought to depend on a bidirectional
bottom-up and top-down exchange of cortical signals (18). This
hypothesis would be compatible with the vast literature that
indicates a breakdown of cortical communication and temporal
integration during sleep (3-5).

Materials and Methods

Human brain signals were recorded with combined MEG/EEG during wake-
fulness and sleep. On the previous night, sleep was restricted to 4 h between
3:00 and 7:00 AM. Sleep restriction was controlled by an actimeter (Actiwatch 7,
Sleepwatch software 7.5; CamNtech) worn on the nondominant wrist during
the 48 h before the experiment and measuring motor activity. The EEG-MEG
experiment lasted a maximum of 3 h and was followed by anatomic MRI. The
main steps of methods are presented here; more detailed information is
provided in S/ Materials and Methods.

Experiment 1.

Auditory stimuli and block design. Stimuli consisted of four pairs of phonetically
distant French vowels (100-ms duration). In each block of stimuli, one pair was
used to prepare 100 sequences of five vowels each (150-ms stimulus onset
asynchrony between vowels). Sequences were separated by silent gaps of
variable duration (700-1,000 ms intertrial interval, 50-ms steps). The vowels
in each sequence were either all identical (“local standard,” denoted aaaaa)
or with a different fifth vowel (“local deviant,” denoted aaaaB). Two types
of blocks were presented. In aaaaa blocks, the most frequent sequence, the
“global standard,” was aaaaa (presented 10 times during an initial habitu-
ation phase, then 80% of the time), and the sequence aaaaB was presented
as a rare “global deviant” (20% of trials). In aaaaB blocks, the roles were
inverted, as described previously (19, 25). Each type of block used a different
vowel pair (one pair for aaaaa blocks, another pair for aaaaB blocks) and
was repeated twice to counterbalance the vowels used as sounds a and B.
Procedure. Auditory sequences were presented in short blocks before
(Wakepge), during (sleep), and immediately after (Wakepost) @ morning nap.
During wakefulness, subjects were asked to click a button after each global
deviant on half of the blocks (one aaaaa block and one aaaaB block), and to
remain passive but attentive on the other half. This procedure was adopted
to document the global effect with and without associated motor response;
because no major differences were observed between those two conditions
(see Fig. S4), they were combined for analysis. During the sleep session,
subjects fell asleep while hearing the stimuli. To monitor awareness, they
were asked to respond whenever they were aware of global deviants.
During NREM sleep stage 1 (N1-Sleep), occasional responses were still emitted,
allowing us to retrospectively split the data into N1-responsive and
N1-nonresponsive states. Once subjects reached NREM sleep stage 2 (N2-Sleep),
as indicated by online EEG monitoring, blocks with previously presented au-
ditory stimuli (stimulus set 1, termed N2-Sleepop blocks) were randomly
presented with new blocks using vowels never heard during wakefulness
(stimulus set 2, termed N2-Sleepyew blocks) but sharing the same local and
global regularity structure as the old blocks. Thus, we evaluated whether the
local and global novelty responses could be acquired as well as expressed
during sleep. The order of presentation of Sleeponr and Sleepyew blocks was
fully randomized. Only stimulus set 2 blocks were presented during Wakepost.
Subjects. Thirty-one healthy, right-handed subjects, age 18-35 y and evalu-
ated as good sleepers, were recruited on a voluntary basis after giving written
informed consent. This study was approved by the Ethical Committee lle de
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France VIl (Comité de Protection des Personnes 08-021). Only subjects who
managed to sleep during the MEG and with a sufficient number of trials and
signal-to-noise levels to identify auditory ERFs (aERF) were retained for
analysis (for N2-Sleep: n = 23 subjects reached this stage/n = 19 subjects
showed aERFs; N2-Sleepo.p: n = 23/18; N2-Sleepnew: N = 23/18; REM sleep: n =
11/9). During N1 sleep, subject inclusion was also based on compliance with the
motor task (aERF: n = 16; good compliance: n = 13).

Simultaneous MEG/EEG recording. MEG and EEG signals were recorded simul-
taneously with the Elekta Neuromag system with the subject in the supine
position (204 planar gradiometers and 102 magnetometers) and the built-in
EEG system (60 channels). An electrocardiogram (ECG), electro-oculogram (EOG)
(horizontal and vertical), and chin electromyogram (EMG) were recorded as
auxiliary bipolar channels. EEG, EOG, and EMG signals were used to monitor
sleep stages online. The head position in the MEG sensor array was acquired
continuously during each block through four head-position indicator coils at-
tached to the scalp and previously digitized with respect to three anatomic
landmarks (nasion and preauricular points; Polhemus Isotrak system).

Sleep analysis. The sleep stages were rescored off-line by two independent
sleep experts (M.S. and M.E.) according to the 2007 AASM guidelines (FASST
software; www.montefiore.ulg.ac.be/~phillips/FASST.html). Interscorer agree-
ment was high (96%). Scorers jointly agreed on the remaining recordings,
and any ambiguous period or transition between two stages was removed
from analysis. For N1 sleep analysis, only periods with alpha suppression were
retained. In N2 sleep, K-complexes and microarousals were manually detected
and excluded from the analysis. An example of sleep scoring is shown in Fig. S5.
Preprocessing and data analysis. Data were preprocessed applying successively
signal space separation correction, continuous head movement compensa-
tion, and MEG bad channel correction (MaxFilter; Elekta Neuromag), down-
sampling (250 Hz) and filtering (0.3-30 Hz) (MNE; martinos.org/mne/stable/
index.html), epoching (—200 to 1,450 ms after sequence start), EEG bad channel
interpolation and average referencing (Fieldtrip; www.ru.nl/neuroimaging/
fieldtrip), and outlier trials rejection (audition.ens.fr/adc¢/NoiseTools/). Statistical
analyses were performed with cluster permutation tests corrected for
multiple comparisons over time and sensor space for each type of sensors
(Fieldtrip; Monte Carlo method, 1,000 permutations). Based on previous
results (19, 25), search windows were defined between 48 and 498 ms for the
local mismatch effect and between 48 and 700 ms for the global effect for
both EEG and MEG data. For simplicity, we report topographies, time series,
and statistical analyses conducted on MEG sensors oriented on the d-y axis
(two gradiometers); results were replicated in the other sensors and at the
source level. Further explanations and additional results are provided in Figs.
S1 and S2. MEG time series for local and global effects are displayed for
a sensor lying next to the auditory cortex, selected based on previous MEG
studies (19, 25) and lateralized to the left hemisphere given our use of lin-
guistic stimuli (vowels).

Amplitudes and latencies of early auditory responses and local and global
effects across states of vigilance were further analyzed on a set of four gra-
diometers lying closest to the left auditory cortex. Analyses of the slope of
evoked responses along sequences were performed by computing the linear
regression between the first and fifth sounds and comparing slopes between
stages of vigilance. Because the number of subjects differed among sleep
stages, we tested for differences using the paired Wilcoxon signed-rank test,
using only those subjects for whom data were available in the two vigilance
states tested (Tables S1, S2, S3, S4, S5, S6, and S7).

Source reconstructions. Anatomic T1-weighted MRI images were acquired
for each subject (3-T; Siemens TRIO). Cortex segmentation (gray-white
matter boundary) was done with Freesurfer (surfer.nmr.mgh.harvard.edu/).
Estimation of current source density was performed with BrainStorm
(neuroimage.usc.edu/brainstorm/). After cortical and scalp reconstructions,
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anatomy and MEG signals were coregistered using head position indicators
and EEG electrode positions on the scalp previously digitized. The forward
problem was computed using an overlapping spheres model. Noise co-
variance was estimated from empty-room MEG recordings acquired before
each subject’s recording. Individual sources were computed with weighted
minimum-norm method and dSPM option (depth weighting factor of 0.8,
loosing factor of 0.2 for dipole orientation), separately for local and global
effects. They were then projected on a standard anatomic template before
averaging across subjects. Absolute values of the time series in regions of
interest are shown.

Multivariate decoding. Multivariate classifiers were trained on single-trial
sensor-level data as described previously (34). Decoding performance was
summarized with an empirical receiver operating characteristic (ROC) anal-
ysis and its AUC. AUCs were computed for each subject, then averaged across
subjects. Significance was tested within subjects using the Mann-Whitney U
test across trials. Correspondingly, across-subjects statistics were computed
using the Wilcoxon signed-rank test on the mean predicted probability of the
true trial class. Using the Wakepge data in a [-150, 750]-ms time window, two
classifiers were trained separately for the local effect (separating local devi-
ants from local standards) and for the global effect (separating global devi-
ants from global standards). These classifiers were subsequently tested on
their ability to generalize, on a single-trial basis, to N2-Sleep and to Wakepost.
To maximize the detection of novelty effects during sleep, two additional
classifiers were trained only on N2-Sleep data.

Experiment 2. The design was identical to experiment 1 with the following
exceptions (Fig. 6). Two blocks of 100 sequences were presented: aaaaa
blocks identical to the first experiment and a second type of block in which
new vowel pairs were used to build two standard sequences of five alter-
nating vowels (aBaBa and BaBaB) and two deviant sequences including
a final repetition (aBaBB and BaBaa). Sequences were presented at random
with an equal frequency (25% each). In this manner, the two vowels had the
same absolute frequency but the transition probabilities differed, because
vowel alternation was much more probable (7/8) than vowel repetition (1/8).

Eleven healthy, right-handed subjects, age 18-35 y, different from those
in the first experiment, were recruited. Because the focus was on the MMR,
subjects were not asked to perform any explicit behavioral task. All subjects
fell asleep and were included in the analysis. Statistical cluster permutation
tests were computed between 0 and 300 ms after the fifth sound of series,
a search window defined from the results of the first experiment to focus on
the three MMR components.
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